
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 14, No. 2, April 2025, pp. 925~932 

ISSN: 2252-8938, DOI: 10.11591/ijai.v14.i2.pp925-932      925 

 

Journal homepage: http://ijai.iaescore.com 

DualVitOA: A dual vision transformer-based model for 

osteoarthritis grading using x-ray images 
 

 

Qiu Ruiyun1, Siti Khatijah Nor Abdul Rahim1, Nursuriati Jamil1, Raseeda Hamzah2 
1College of Computing, Informatics and Mathematics, Universiti Teknologi MARA, Selangor, Malaysia 
2College of Computing, Informatics and Mathematics, Universiti Teknologi MARA, Melaka, Malaysia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Mar 18, 2024 

Revised Nov 6, 2024 

Accepted Nov 14, 2024 

 

 Knee osteoarthritis (OA) is a primary factor contributing to reduced activity 

and physical impairment in older individuals. Early identification and 

treatment of knee OA can assist patients in delaying the advancement of the 

condition. Currently, knee OA is detected early using X-ray images and 

assessed based on the Kellgren-Lawrence (KL) grading system. Doctors' 

assessments are subjective and can vary among different doctors. The 

automatic knee OA grading and diagnosis can assist doctors and help 
doctors reduce their workload. A new novel network called dual-vision 

transformer (ViT) OA is proposed to automatically diagnose knee OA. The 

network utilizes pre-processing technologies to process the data before doing 

classification operations using the Dual-ViT network. The suggested 
network outperformed neural networks like ResNet, DenseNet, visual 

geometry group (VGG), inception, and ViT in terms of accuracy and mean 

absolute error (MAE), and achieved an accuracy of 78.4 and MAE of 0.471, 

demonstrating its effectiveness.  

Keywords: 

Deep learning 

Dual-vision transformer 

Grading 

Knee osteoarthritis 

Pre-process 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Siti Khatijah Nor Abdul Rahim 

College of Computing, Informatics and Mathematics, Universiti Teknologi MARA 

Selangor, Malaysia 

Email: sitik781@uitm.edu.my 

 

 

1. INTRODUCTION 

Knee osteoarthritis (OA), characterized by the degeneration of articular cartilage, is the most 

common form of arthritis and one of the main factors causing limited activity and physical disability in the 

elderly [1]. Pain and other symptoms caused by knee OA seriously affect the quality of life a lot. 

Unfortunately, no treatment option can inhibit the degenerative structural changes in the progression of knee 

OA. However, early detection and treatment can help older adults delay the progression of OA and improve 

their quality of life. Imaging examination is an important tool to determine the progression of OA, among 

which X-rays, and magnetic resonance imaging (MRI) are the most used. MRI can reflect the three-

dimensional structure of the knee joint. However, MRI is only available in large medical centers, and the 

high cost of examination makes MRI unsuitable for routine diagnosis of knee OA [2]. On the contrary, X-ray 

examination has the characteristics of safety, low cost, and wide popularity, and has always been used as the 

gold standard for knee OA examination. The Kellgren-Lawrence (KL) grading system used by the World 

Health Organization in 1961 is the most used system for grading the severity of knee OA [3]. The KL system 

divides the severity of knee OA into 5 grades, represented by grades 0 to 4 respectively. The KL grading 

system is shown in Figure 1. Doctors usually check the scanned X-ray images of the knee joint and then give 

the KL grade of the knee joint in a very short time, the accuracy of diagnosis is highly dependent on the 

doctor's experience and carefulness, the misclassification will lead to the wrong diagnostic method and 

https://creativecommons.org/licenses/by-sa/4.0/
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prognosis, so, if the computer-aid technology can help automatically grade the KL level, it will benefit the 

diagnosis of OA [4].  

 

 

 
 

Figure 1. The KL grading system to assess the severity of knee OA 

 

 

As early as 2009, a lot of excellent work was done for the classification of KL grade of knee OA. 

Shamir et al [5] proposed a weighted nearest neighbor algorithm, but this method requires the manual design 

of features, including texture features, Chebyshev statistics, and Haralick texture features. In recent years, 

with the development of deep learning, there has been relatively mature convolutional neural network (CNN) 

classification network models such as ResNet [6], VGG [7], Inception-V3 [8], and DenseNet [9].  

Antony et al. [10]–[12] tried methods based on deep learning for the task of KL classification. They designed 

a new CNN model and optimized the weighted combination of cross-entropy loss and mean square error loss 

and obtained a 63.6% recognition rate [10]–[12]. Górriz et al. [13] proposed a novel end-to-end CNN 

framework to automatically quantify the severity of knee arthritis using X-ray images, achieving a 

recognition result of 64.3%. Tiulpin et al. [14] used a deep convolutional network to grade the severity of 

knee OA and achieved a result of 66.7%. Zhang et al. [15] proposed a CNN knee OA KL grade classification 

model under the attention mechanism. ResNet was first used to extract knee joint features from X-rays and 

then combined with the features extracted by the convolutional attention module and automatically predict 

KL grades [15]. 

The main contributions of the proposed method are as follows: 

− We proposed dual-vision transformer (ViT) OA, a Dual-ViT network to automatically grade the knee 

OA severity, by using this method we could achieve a classification accuracy of 78.4% after the 

probable pre-processing. 

− We conducted intensive experiments on the different pre-processing, and the results have shown the 

combination of eqhist, cutout, and flip pre-processing used on the image data can achieve the best 

performance. 

 

 

2. METHOD 

In this section, a Dual-ViT network [16] combined with image data pre-processing-DualVitOA is 

proposed. The Dual-ViT network structure and the data pre-processing will be illustrated respectively. The 

overall workflow will be better understood. 

 

2.1.  Dual-ViT network structure 

The flowchart of the Dual-ViT network is shown in Figure 2. The whole process is composed of 

preparation, training, and output. After that, different pre-processing methods are conducted to get an ideal 

performance. 

 



Int J Artif Intell  ISSN: 2252-8938  

 

DualVitOA: A dual vit-based model for osteoarthritis grading using x-ray images (Qiu Ruiyun) 

927 

 
 

Figure 2. The architecture of the proposed network 
 

 

2.1.1. Preparation 

The dataset is first cut into left and right parts at the gap, the cutting size is 112, which is the size that 

can include the complete half of the joint gap in the entire data set after testing, this can ensure that no joint gap 

will be cut out. The row delimitation range is [56:168], and the columns are [0:112] and [112:224], and then the 

size is enlarged to the same size as the original images are consistent and the default size is 224. To determine 

the similarity between the left and right sides, the right part is flipped horizontally so that the distribution of the 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 2, April 2025: 925-932 

928 

gaps on the right and the left is similar. The objects put into the network are three images, namely the original 

image, the left side of the gap, and the right side of the gap that has been flipped horizontally. 
 

2.1.2. Training process 

The network uses the ViT as the base pre-trained model [17], [18]. The model performs patch 

embedding on images of size 16 and stretches them into a sequence of 768. The model depth has 12 layers of 

ViT blocks. In the original structure, the last classification layer is a fully connected layer. To facilitate the 

acquisition of class activation mapping (CAM), it is replaced with a convolutional layer with a kernel of 1. 

The last layer of the feature map is composed of [B,196+1,768]. The classification result classifies the class 

token in the top row, and CAM extracts the remaining [B,196,768]. All the parameters are set according to 

the original parameters of ViT.  

The original image is put into the network to only calculate the classification loss. Since the 

verification program is expected to input the complete image once for prediction, the original image is added 

to calculate the classification loss to let the network perceive the complete image. The left and right images of 

the gap are put into the network respectively to obtain the classification results and CAM. The classification 

results are calculated separately. The classification loss is calculated. The L1 loss is calculated between the 

two CAMs to learn the difference between the left and right gaps. Finally, loss feedback is unified.  
 

2.1.3. The network output 

The classification accuracy calculation only calculates the classification results obtained by putting 

the complete image into the network. Image cutting is not performed during the verification and testing 

stages. The classification accuracy is calculated after the complete image is put into the network. CAM can 

extract the activation effect map of the target during the verification and testing phases.  
 

2.2.  Pre-processing 

The data is pre-processed into 7 datasets. The original data set has a total of 8,150 pictures after 

excluding 10 pictures with reverse colors. The data set is divided according to the training set and verification 

set ratio of 9:1, the verification set randomly selects 815 pictures from them. The remaining 7,335 pictures 

are for the training set. The dataset is divided according to random sampling, using numpy.random choice in 

the name sequence of the total image randomly selected. Data enhancement is performed on this basis. 
 

2.2.1. Histogram equalization 

Histogram equalization is a visual depiction of how data is spread out in a dataset. It shows the 

distribution of data pixels in specific intervals or bins, providing a visual representation of the range of 

intensities of an image [19]. The tool determines the number of pixels for each intensity level examined and 

improves the contrast in an image by widening the range of intensities. The process entails converting a 

provided histogram into a broader and more consistent distribution of intensity values, guaranteeing an 

equitable distribution of intensity values throughout the whole range. 

To accomplish equalization, the remapping process should rely on the cumulative distribution 

function (CDF). The cumulative distribution 𝐻′(𝑖) of the histogram H(i) is determined as follow: 
 

𝐻′(𝑖) =  ∑ 𝐻(𝑗)0≤𝑗<𝑖   
 

We use a simple remapping procedure to obtain the intensity values of the equalized image. 
 

𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑(𝑥, 𝑦) = 𝐻′(𝑠𝑟𝑐(𝑥, 𝑦))  
 

2.2.2. Cutout 

Cutout the nearby parts of the input in CNN using masks can improve the model's robustness and 

lead to better performance [20]. Implementing cutout involves applying a fixed-size zero mask to a random 

point of each input image during each training epoch. To optimize efficiency, we should normalize the 

dataset around zero to minimize the impact of modified images on the predicted batch statistics. Typically, 

we perform all studies using a square patch as the cutout area. We select a random pixel coordinate within the 

image as the center point and apply the cutout mask around that area. This method enables the cutout mask to 

extend beyond the image borders, with certain elements of the patches potentially being beyond the image.  
 

2.2.3. Flip 

Horizontal flip or image mirroring is the process of turning an image horizontally to create a 

mirrored counterpart of the original image. This transformation basically exchanges the left and right sides of 

the image, resulting in a mirror-image effect [21]. In our study, we flip the right and left part of the knee 
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horizontally to evaluate the grade of the knee OA, because the more different the two parts are, the more 

likely the severe the knee OA is [5]. 

 

2.2.4. The pre-processed dataset 

The original dataset has been processed for 7 different datasets after histogram equalization, cutout, 

flip, and the combination of them, and some datasets included images that only focus on the gap area. The 

datasets are represented in Table 1. Each of the datasets has been divided into three distinct categories: 

training, validation, and test sets. The distribution of the data is presented in Tables 2 and 3.  
 

 

Table 1. The pre-processing of each dataset 
Dataset Region Histogram Equalization Flip Cutout 

origin full image    

origin_fullimg full image  √  

origin_onlygap gap  √  

eqhist_fullimg full image √ √  

eqhist_onlygap gap √ √  

cutout full image   √ 

eqhist_cut_flip full image √ √ √ 

 

 

Table 2. The training set data distribution 
Dataset Training set Grade 0 Grade 1 Grade 2 Grade 3 Grade 4 

origin 7,335 2,861 1,353 1,929 962 230 

origin_fullimg 14,670 5,722 2,706 3,858 1,924 460 

origin_onlygap 14,670 5,722 2,706 3,858 1,924 460 

eqhist_fullimg 14,670 5,722 2,706 3,858 1,924 460 

eqhist_onlygap 14,670 5,722 2,706 3,858 1,924 460 

cutout 7,335 2,876 1,335 1,924 970 230 

eqhist_cut_flip 29,340 11,504 5,340 7,696 3,880 920 

 

 

Table 3. The validation set data distribution 
Dataset Validation set Grade 0 Grade 1 Grade 2 Grade 3 Grade 4 

origin 815 344 134 207 110 20 

origin_fullimg 815 344 134 207 110 20 

origin_onlygap 815 344 134 207 110 20 

eqhist_fullimg 815 344 134 207 110 20 

eqhist_onlygap 815 344 134 207 110 20 

cutout 815 329 152 212 102 20 

eqhist_cut_flip 815 329 152 212 102 20 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Datasets 

The knee X-ray images utilized for evaluation are sourced from the osteoarthritis initiative (OAI), a 

study focusing on knee OA. The OAI has 4,796 people aged 45 to 79 and aims to identify biomarkers related 

to the initiation and advancement of OA. We utilized the dataset of Chen which consists of 4,130 X-ray 

images [22]. The knee X-ray images were divided randomly into training, validation, and test sets with a  

ratio of 7:1:2. The splitting method maintains a consistent distribution of levels among the training set, 

validation set, and test set. The knee joint test set has been divided into 1,656 X-ray images, consisting of  

639 grade 0 images, 296 grade 1 images, 447 grade 2 images, 223 grade 3 images, and 51 grade 4 images. 
 

3.2.  Evaluation metrics 

This research primarily utilizes two evaluation metrics, accuracy and mean absolute error (MAE), to 

evaluate the results of the network. These two metrics are normally used in the evaluation of the OA grading 

network. The next section provides a detailed introduction to these two measurements. 
 

3.2.1. Accuracy 

It is the proportion of accurate predictions on the test data to the total number of predictions made [23]. 

The bigger the accuracy is, the better the network performs. Mathematically, accuracy can be defined as follows: 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
  

 

Where, tp represents true positive, tn stands for true negative, fp indicates false positive, and fn refers to false 

negative. 
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3.2.2. Mean absolute error 

Accuracy can only be used as a standard measure of model effectiveness, for the KL grading task, in 

addition to accuracy, doctors are more concerned about the distance between the wrong category and the real 

category [24]. For example, if the real label is 0, the cost of a misjudgment of 4 is obviously much higher 

than the cost of a misjudgment of 1, so it is necessary to use another indicator to measure the cost of a 

misjudgment. The MAE can describe this point very well, and its definition is shown as follows: 

 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑃𝑖 −  𝑇𝑖|

𝑛
𝑖=1   

 

Where 𝑃𝑖 stands for the prediction, 𝑇𝑖 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 the true value, and n refers to the total number of data 

points. Obviously, the smaller the MAE, the lower the cost of misjudgment of the model, which is more 

important than the accuracy metric to a certain extent. Therefore, this research takes the MAE index as the 

most important evaluation metric.  

 

3.3.  Results 

3.3.1. The comparison of different kinds of networks 

Table 4 displays the experimental findings for several networks. CE stands for cross-entropy loss, 

ordinal represents the sequence penalty weight loss introduced by Chen et al. [24], and proposed denotes the 

approach introduced by Liu et al. [25]. As can be shown in the table, the proposed network achieves the best 

performance in accuracy, but the second best in MAE.  

 

 

Table 4. The comparison of different network’s performance 
Model Accuracy MAE 

ResNet ResNet-34-CE 66.4 0.585 

ResNet-34-ordinal 65.8 0.550 

ResNet-34-proposed 64.3 0.513 

ResNet-50-CE 65.2 0.618 

ResNet-50-ordinal 62.7 0.591 

ResNet-50-proposed 63.2 0.563 

DenseNet DenseNet-161-CE 66.6 0.519 

DenseNet-161-ordinal 65.2 0.524 

DenseNet-161-proposed 66.9 0.515 

VGG VGG-16-proposed 69.1 0.428 

VGG-19-ordinal 68.1 0.450 

Inception Inception-V3-CE 66.5 0.563 

Inception-V3-proposed 65.8 0.506 

ViT Original dataset 72.9 0.574 

 Augment dataset 68.3 0.489 

Dual-ViT ours 78.4 0.471 

 

 

3.3.2. The performance of different pre-process 

Table 5 shows the performance of ViT and the proposed Dual-ViT network when utilizing different 

pre-processing methods. As we can see from the table, the Dual-ViT performs the best when the data is  

pre-processed with a combination of histogram equalization, cutout, and flip. This indicates the method is 

effective.  

 

 

Table 5. The performance of using different pre-processing methods 
Model Dataset Accuracy MAE 

ViT origin_onlygap 69.6 0.574 

Origin_fullfilling 72.9 0.612 

Eqhist_fullfing 70.6 0.594 

Eqhist_onlygap 70.4 0.510 

cutout 66.1 0.524 

Eqhist_cutout_flip 68.3 0.489 

Dual-ViT origin_onlygap 71.4 0.562 

Origin_fullfilling 69.9 0.549 

Eqhist_fullfing 72.3 0.553 

Eqhist_onlygap 71.4 0.502 

cutout 66.4 0.510 

Eqhist_cutout_flip 78.4 0.471 
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3.3.3. Discussion 

This study examined the impact of knee OA grading. Prior research has demonstrated a 69.1% 

accuracy and a MAE of 0.428. However, there is a strong possibility for the accuracy of OA grading to 

increase. In order to accomplish this, a DualViTOA network is suggested, which achieves an accuracy 

grading result of 78.4% and a MAE of 0.471. This performance surpasses that of both traditional and  

cutting-edge networks. Our study not only proposed a Duai-ViT network, but also explored several  

pre-processing techniques and their combinations through extensive experimentation. As a result, we 

identified the most effective approach to pre-processing. Nevertheless, the MAE has not yet achieved optimal 

performance. Subsequent investigations will focus on addressing this issue more extensively. 

 

 

4. CONCLUSION  

We propose a new end-to-end network, DualViTOA, for knee OA grading. This network first uses 

pre-processing technology to process the data and then performs classification operations through the  

Dual-ViT network. Experiments show that compared with neural networks such as ResNet, DenseNet, VGG, 

Inception, and ViT, the proposed network has achieved better performance in both accuracy and  

MAE metrics, indicating that the network is effective. Compared with other networks, the MAE of the 

proposed method still has room for improvement. In future research, we will improve the strategy and further 

improve the model recognition accuracy by strengthening the adaptive strategy and adding model 

combination methods. KL automatic grading of OA provides a better auxiliary diagnosis. 
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