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 In the last few years, e-learning has revolutioning education, giving students 

access to diverse and adaptable on-line resources, but it has also face a major 

challenge: cheating on online exams. Students now use variant cheating 

methods include consulting unauthorized documents, communicating with 

others during the exam, searching for information on the internet. 

Combating these cheating practices has become crucial to preserving the 

integrity of academic assessments. In this context, artificial intelligence (AI) 

has emerged as an essential tool for mitigating this fraudulent behavior. 

Equipped with advanced machine learning capabilities, AI can examine a 

wide range of data to detect student suspicious behavior. This study 

develops an approach based on a convolutional neural network (CNN) 

model designed to detect cheating by analyzing candidates' head movements 

during online exams. By exploiting the FEI dataset, this model achieves an 

interesting accuracy of 97.28%. In addition, we compare this model to the 

well-known transfer learning models used in the literature namely, 

ResNet50, VGG16, DenseNet21, MobileNetV2, and EfficientNetB0 

demonstrating the out performance of our approach in detecting cheating 

during online exams. 
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1. INTRODUCTION 

E-learning is playing a vital role in the existing educational setting, as it changes the entire 

education system and becomes one of the greatest preferred topics for academics [1]. This shift has been 

driven by the need for a safe and efficient alternative to in-person learning. In fact, e-learning allow 

providing effective teaching methods, catering to diverse learning styles and offers accessibility to a vast 

array of educational resources and interactive opportunities [2], [3], promoting active engagement and critical 

thinking. However, e-learning faces also major challenges such as cheating. Exam fraud is widespread 

globally [4]–[6], whatever the level of development. As a result, traditional cheating detection methods may 

no longer be totally effective in preventing examination fraud. Online exams are an integral part of e-learning 

solutions for authentic and fair assessment of student performance [7]. The design and execution of online 

exams are the most challenging aspects of e-learning. In particular, online exams are usually conducted on  

e-learning platforms without the physical presence of students and instructors in the same place. This creates 

several deficiencies in terms of the integrity and security of online exams. For example, candidate 

authenticity verification is extremely problematic in an online environment, particularly in the absence of 

continuous monitoring. What's more, online exams are highly conducive to cheating, as thousands of 

https://creativecommons.org/licenses/by-sa/4.0/
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information resources are accessible to students without any controls. In this context, where preserving the 

integrity of online exams is crucial, artificial intelligence (AI) offers advanced analysis and detection skills, 

making it an invaluable asset for guaranteeing the reliability of online assessments. Cheating on online exams 

can be detected and classified in multitude forms, from collusion between students to the use of mobile 

devices, such as phones, to more subtle indicators such as eye movements [8], [9], mouth movements head 

movements [10], and many other unauthorized behaviors.  

In the face of the diverse methods of cheating, this study concentrates on analyzing candidates' head 

movements during exams since it is considered as key element to detect several other behaviors and serve as 

potentially significant indicators of cheating. The primary goal is to employ the convolutional neural network 

(CNN) approach on the FEI dataset, specifically designed to detect head movements. In addition, a 

comparison of the approach's performance against other models including VGG16, ResNet50, DenseNet21, 

EfficientNetB0, and MobileNetV2 is performed to evaluate its efficacy in cheating detection is done. Our 

approach outperforms the other models and has the potential to significantly contribute to the prevention of 

cheating in online exams by offering a precise and dependable solution to this intricate issue. 

The remainder of this article is structured as follow. Section 2 provides an in-depth review of related 

work in the field of online cheating detection. Section 3 details the methodology developed, which is 

centered on deep learning (DL) for analyzing candidates' head movements. In section 4, more details about 

the experiment and the obtained results are presented, offering essential insights into the approach's 

effectiveness. Finally, section 5 serves as the conclusion of the study. 

 

 

2. RELATED WORKS 

In the field of online assessment, which is evolving rapidly, researchers face several challenges and 

explore numerous research possibilities. Many studies have been conducted to improve the integrity of online 

exams and address the issue of cheating. Bawarith et al. [11] proposes a methodology based on continuous 

authentication, eye tracking, and fingerprint scanning, which was applied to a private dataset. The results 

demonstrated a sensitivity of 100%, a specificity of 95.56%, an accuracy of 95.74%, an overall accuracy of 

97.78%, and an F-measure of 97.83. Furthermore, Jalali and Noorbehbahani [12] presents two distinct 

methods for detecting cheating in online exams, both of them were developed and tested using a private 

dataset. The first method is based on image processing using MATLAB, calculating the difference between 

pixels in the images. When the threshold is set at 9, this method boasts high accuracy, particularly for 

detecting empty seats, with an accuracy of 100%, however, it is sensitive to variations in the color of walls, 

students' clothing and objects such as sheets of paper. The second method is based on clustering reference 

images using the k-medoids algorithm. This method reduces complexity compared to the first method, but its 

accuracy is slightly lower, with an average accuracy of 68%. It excels in detecting empty seats, also 

achieving 100% accuracy. Geetha et al. [13] used the Eigenface method for extracting facial features from 

facial vectors and the support vector machine (SVM) model to improve detection accuracy. This approach 

was applied to a private dataset, and the obtained matching accuracy was approximately 61% with 50 real-

time images in the dataset. This accuracy can be improved by increasing the number of images in the dataset.  

To addresses the issue of cheating in exams, whether in paper or electronic exam copies,  

Rhein et al. [14] introduce FLEXauth, an application that utilizes AI techniques for author verification in 

electronic programming exams using a private dataset. The idea is based on the principle that each student 

develops an individual style for answering certain types of exercises, which can be extracted using AI tools 

and then compared to reference material with verified authors. The concept is applied to Java programming 

exams, but the goal is to extend support to other programming languages and types of assignments in the 

future. The results show that the random forest (RF) method achieved the best performance with an accuracy 

of up to 67.15% for classifying the top three options. Moreover, the GoogleCodeJam2017 dataset was used 

for testing, where an accuracy of 93.80% was achieved.  

In addition to machine learning (ML) and authentification based cheating detection techniques, others 

papers used DL techniques and transfer learning. In fact, Ozdamli et al. [15] employed computer vision 

algorithms from the OpenCV library for image acquisition, preprocessing, feature extraction, 

detection/segmentation, high-level processing, and decision making. CNNs, particularly the mini Xception 

model, were used to predict facial emotions. Various datasets were used for training and testing, including 

images for facial verification, emotion recognition, gaze tracking, and head movements. The system achieved 

an accuracy of approximately 99.38% on the LFW dataset. For in-class emotion tracking, the average accuracy 

was approximately 66% on the FER dataset. Finally, for monitoring behaviors during online exams, the 

system displayed an eye-tracking accuracy of approximately 96.95% on the gi4E dataset and a head movement 

tracking accuracy of approximately 96.24% on the FEI dataset. Yulita et al. [16] use MobileNetV2 

architecture for recognizing activities during online exams, which was applied to the OEP dataset. Optimal 
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hyperparameters were found, resulting in an F1 score of 84.52%. A web application was developed to assist 

teachers in detecting academic fraud. This represents a significant advancement in educational technology.  

In various studies [17]–[20], researchers have explored emotion recognition from facial expressions 

from different perspectives. El Hammoumi et al. [17] focused on developing a facial expression recognition 

system based on CNNs, with a clear goal of integration into an e-learning system. This methodology 

involved image preprocessing, feature extraction, and image classification, resulting in an impressive test 

accuracy of 97.53% on CK+ and 97.18% on Japanese female facial expression (JAFFE). Ozdemir et al. [18] 

adopted a similar approach using DL and CNNs to create an emotional classification model, merging various 

datasets. Their model based on the LeNet architecture achieved a training accuracy of 96.43% and a 

validation accuracy of 91.81%. Furthermore, Pranav et al. [19] focused on developing a deep convolutional 

neural network (DCNN) model to classify five different human facial emotions, achieving an accuracy of 

78.04%. Finally, Zbaida et al. [20] examined the importance of emotion recognition in human-machine 

interaction, especially in e-learning platforms, by evaluating various approaches such as VGG16, VGG19, 

ResNet50V2, EfficientNetB0, and EfficientNetB7 to develop a specialized neural network for accurate 

emotion identification.  

The analysis of the current state of the art, reveals that CNNs have become important for their 

excellent performance in various online assessment areas. Many different types of CNNs have been studied in 

different situations and with different data, showing flexibility and potential. The related works studies have 

utilized CNNs for various tasks such as recognizing emotions, analyzing facial expressions, and monitoring 

behavior during online exams. However, when exploring research, we can conclude that great efforts are still 

needed to enhance the performance of CNNs, especially in detecting cheating. The focus of this research is on 

improving CNNs using the FEI dataset designed specifically for detecting head movements. 

The choice to focus on the analysis of head movements was made due to its significance in 

comprehending a student's behavior during an examination. Detecting head movements is a pivotal approach 

for recognizing potential student cheating, and it constitutes a fundamental aspect of the research. An 

overview of the various studies covered in the state of the art is provided. This summary aims to provide a 

concise perspective on the objectives, datasets, methodologies used and results obtained by each article 

included in this literature review. Furthermore, in the results column, the abbreviation "Acc" stands for 

"Accuracy", representing the accuracy value obtained by each method adopted, as detailed in Table 1. 
 

 

Table 1. Summary table of reviewed articles 
Ref Objective Dataset name Dataset size Methods Results (%) 

[11] Eye movement 

detection 

Private 30 students Fingerprint, Eye tracking,  

E-proctor 

Acc=97.78 

[12] Behavior detection Private 50 images of students MATLAB, K-Medoids Acc=78 

[13] Facial recognition Private 50 images of students Face detector based on caffe, 

Eigenface, SVM 

Acc=61 

[14] Analyzing students 

responses 

Private 2 assignments from 13 students DNN Acc=37.78 

Google 

CodeJam2017 

40 participants RF Acc=67.15 

SVM Acc=57.69 

[15] Emotion recognition FER 35600 images CNN, MiniXception Acc=66 

Facial recognition LFW 13250 images of 5,794 individuals Deep metric learning, ResNet34 Acc=99.38 

Eye tracking Gi4E 1380 images Trained model based on eye 

tracking 

Acc=96.95 

Head movements 

detection 

FEI 2800 images of 200 individuals Haar cascade Acc=96.24 

Object detection COCO 5000 images YOLO (V3) Acc=60 

[16] Behavior detection OEP 24 participants MobileNetV2 Acc=86.7 

[17] Emotion detection CK+ 327 sequences of images CNN, Haar cascade Acc=97.53 

KDEF 4900 face images from 70 subjects  

JAFFE 213 images of 7 Japanese women Acc=97.18 

[18] Emotion detection Private 140 images with 7 expressions LeNet CNN architecture, 

Haar cascade 

Acc=96.43 

KDEF 4900 face images from 70 subjects  

JAFFE 213 images of 7 Japanese women  

[19] Emotion detection Private 2550 images of 5 emotions DCNN Acc=78.04 

[20] Emotion recognition FER 35600 images VGG16, VGG19, ResNet50, 

EfficientNetB0, EfficientNetB7 

Acc=98.45 

 

 

3. METHOD 

The main objective of this paper is to implement a CNN model architecture for head movement 

detection, with the aim of identifying cheating behavior in online exams using the FEI dataset. In this section, 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 2, April 2025: 843-852 

846 

the methodology used is detailed, and the crucial steps followed to ensure the rigor and reliability of the 

results are highlighted. The approach is structured in several fundamental steps. First, a data collection was 

carrifed out. This initial phase was followed by a critical data cleaning step aimed at eliminating any 

inconsistencies or anomalies. Next, the data was labeled into two distinct categories: cheating and  

non-cheating, to facilitate the identification of behavioral patterns. Afterwards, a data pre-processing phase 

was carried out. This included data augmentation to diversify and enrich the dataset, as well as images 

resizing to ensure consistency of model inputs. To maintain a balance between classes, a balancing strategy 

was implemented. Finally, DL models were implemented and their performance was evaluated in the context 

of the study. Figure 1 presents an illustrative diagram of the methodology adopted. 
 
 

 
 

Figure 1. The proposed approach 
 
 

3.1.  Data collection 

In this study, the FEI dataset was used. This dataset was gathered between June 2005 and March 2006 

at the FEI AI Laboratory in São Bernardo do Campo, São Paulo, Brazil. It comprises 14 images per 

individual from among 200 distinct individuals, totaling 2800 images. Each of these images is in color, 

captured in a straight frontal position on a uniform white background, with profile rotations of up to 

approximately 180 degrees. Several features of this dataset make it particularly suitable for the task. Firstly, it 

provides a variety of poses, covering an impressive range of profile rotations, including lateral head 

movements. This diversity is crucial for the project as it reflects the different head positions aimed to detect 

in cases of cheating. Additionally, the consistent size of images in the FEI dataset is essential for ensuring the 

consistency of visual features that DL models can learn. This consistency simplifies the training of models. 

Furthermore, it is gender-balanced, with an equal number of male and female subjects (100 of each). This 

gender balance is essential to avoid any gender bias in the detection model. 

 

3.2.  Data cleaning 

The FEI dataset, while rich in head movement information, contains both images of human faces 

and embedded images without faces. To ensure the quality of our training dataset, we undertook a cleaning 

process. In this phase, we carefully examined every image in the FEI dataset and eliminated those that did not 

contain human faces. This was essential to avoid any potential confusion of our model during training, 

ensuring that only images relevant to head movement detection were retained. The cleaning process was 

carried out with great attention to detail, and each image was assessed for its suitability to our task. 

 

3.3.  Data labeling 

The dataset used in the study was labeled into two distinct classes: the "non-cheating" class and the 

"cheating" class. The "non-cheating" class includes images of individuals concentrating on the screen during 

an online exam. On the other hand, the "cheating" class includes images of individuals positioned outside the 

screen field, turning their heads to the right or left, or adopting behaviors suggestive of cheating. This 

labeling step enabled the researchers to specifically target the cheating behaviors they were seeking to detect. 
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3.4.  Data augmentation 

The dataset used in the study was relatively small, so data augmentation was applied to increase its 

diversity and size. New images were generated from existing ones by applying various transformations, 

including vertical and horizontal shifting, horizontal and vertical flipping, rotation, and zooming. These 

techniques were applied in a controlled manner to create variations of the original images, increasing the 

amount of data while maintaining relevance to the detection task. Data augmentation is an essential tool for 

reinforcing the robustness of the model by exposing it to a wider variety of possible situations while avoiding 

overfitting. To provide a clear perspective on the effect of data augmentation, Table 2 shows the number of 

images in the dataset before and after augmentation, respectively. This table highlights the extent to which 

the dataset has been enriched by this technique. 

 

 

Table 2. Number of images before and after applying data augmentation 
Class Number of images before applying data augmentation Number of images after applying data augmentation 

Cheat 1479 4437 

No-cheat 1186 3558 

 

 

3.5.  Images resizing 

Another essential step in the data preparation process involved image resizing. The original dataset 

included images with a resolution of 640×480 pixels, which was unsuitable for the model. Therefore, all 

images were resized to a uniform resolution of 224×224 pixels. This resizing was done in such a way as to 

retain the essential visual information while reducing the complexity of the data, which is beneficial for 

training DL models. This step ensures that the input data is uniform and ready to be processed by the cheat 

detection algorithms while reducing the computational load required for image processing. 

 

3.6.  Class balancing 

To address the marked imbalance between the cheating and non-cheating classes, the oversampling 

technique was implemented to manage class imbalance. This method consists of increasing the number of 

examples of the minority class by duplicating or generating new instances. It can be useful when there are a 

small number of examples of the minority class and the goal is to balance the classes. The related works 

provided support the use of oversampling as a technique to address class imbalance in ML, particularly in the 

context of cheating detection in large-scale assessments. This class imbalance management is an important 

step in ensuring the accuracy and reliability of the cheating detection model by minimizing the risk of false 

positives or false negatives linked to the initial imbalance of the data. 

 

3.7.  Modeling 

In this study, the cheating detection model is based on CNN architecture. However, in order to 

evaluate the effectiveness of the approach, several other reference models were also included in the analysis. 

These reference models are identified from the literature review and derived from different deep neural 

network and serve as points of comparison to assess the capability of the applied CNN model. In the 

following section, a closer look is taken at these reference models. 

 

3.7.1. Convolutional neural network 

CNN is a network model proposed by Lecun [21] are a class of neural networks that have proved 

highly effective in fields such as image recognition and classification. CNNs are a type of forward-

propagating neural network composed of several layers. They consist of filters, kernels or neurons with 

adjustable weights or parameters and biases. Each filter takes inputs, performs a convolution, and eventually 

applies a non-linearity. The structure of a CNN includes convolution, pooling, rectified linear unit (ReLU) 

and fully connected layers [22]. To evaluate the outperformance of our proposed CNN model, we have 

explored the most performant DL models used in the literature review. The models adopted are as follows. 

 

3.7.2. Residual network 50 

In principle, adding extra layers to a neural network should improve model quality provided the 

overfitting problem is addressed. However, much architecture face the challenge of "vanishing gradients". 

The ResNet architecture has been designed to solve this problem by introducing shortcut connections. These 

connections ensure that adding layers does not require learning an identical transformation to maintain or 

surpass the performance of architecture with fewer layers. This is made possible by the immediate addition of 

a direct connection between the output of each layer and the input of the next layer [23]. 

 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 2, April 2025: 843-852 

848 

3.7.3. Visual geometry group-16 

Is a CNN architecture extensively employed in diverse computer vision tasks, particularly in 

emotion recognition based on facial expressions. Developed by the VGG at the University of Oxford, the 

VGG16 model stands out for its deep structure, comprising 16 layers, including 13 convolutional layers and  

3 fully connected layers. Notable for its simplicity and consistency, the VGG16 architecture features 

convolutional layers with a small receptive field (3×3), stacked sequentially. This architectural approach 

enables the model to acquire intricate features by capturing local patterns in the early layers, progressively 

moving on to more complex patterns as the depth increases [24]. 

 

3.7.4. Densely connected convolutional networks 21 

Represents a contemporary CNN architecture designed for visual object recognition, achieving 

state-of-the-art performance with a reduced number of parameters. While sharing some fundamental 

similarities with ResNet, DenseNet introduces notable modifications. Unlike ResNet's additive attribute (+) 

that merges previous and future layers, DenseNet employs concatenation (.) to combine the output of the 

previous layer with that of the subsequent layer. This architectural distinction addresses the connectivity 

challenge by densely interconnecting all layers [25]. 

 

3.7.5. MobileNetV2 

Is a compact, swift, and precise DCNN tailored for classification and detection assignments. 

Engineered to excel in terms of both speed and size efficiency. This network ensures noteworthy accuracy in 

various computer vision tasks such as object classification and detection [26]. 

 

3.7.6. EfficientNet 

Stands out as a CNN architecture acclaimed for its efficiency and outstanding performance across 

diverse computer vision tasks, including the discernment of emotions based on facial expressions. Employing 

a compound scaling approach, the EfficientNetB0 architecture uniformly adjusts the network's depth, width, 

and resolution. This scaling strategy enables the model to strike a commendable balance between capacity 

and computational efficiency [27]. 

 

 

4. EXPERIMENTS AND RESULTS 

In this section, we present the experiments conducted and the corresponding results obtained. The 

primary aim of these experiments was to assess the effectiveness of the proposed CNN model architecture in 

detecting head movements during online exams. We also compare its performance with other models to 

evaluate its capability. 

 

4.1.  Proposed convolutional neural network 

The CNN model follows a multi-stage architecture. Firstly, the first phase of the model comprises 

three convolution layers, with a ReLU activation function, which take as input images of size 244×244×3. 

After each convolution, a max-pooling layer with a pool window of 2×2 is applied to reduce the dimensions. 

A dropout layer is then inserted at a rate of 0.5 to reduce overfitting. The second phase begins with a flatten 

layer that transforms the two-dimensional data into a one-dimensional array. Next, two fully connected layers 

(dense) with a ReLU activation function are added to learn more abstract features in the data. Finally, for the 

output of the model, a dense layer with a Sigmoid activation function is included, indicating a binary 

classification (cheat or non-cheat). The model is compiled with the Adam optimizer, a binary_crossentropy 

loss function adapted to binary classification. Figure 2 shows a summary of the CNN architecture adopted. 

To enhance the performance, speed and relevance of our proposed DL models, we have adopted the 

following hyperparameters, as presented in Table 3. These hyperparameters were carefully selected to 

optimize training efficiency and ensure that the model converges appropriately. 

 

4.2.  Results of the proposed convolutional neural network model 

After successfully training the CNN model, an accuracy of 97.28% was achieved. For detailed 

results, including the evolution of accuracy and loss over the 20 training epochs, refer to Figures 3 and 4. 

These graphs provide a clear representation of the model's performance over time. Based on Figure 3, the 

evolution of the CNN model over 20 training epochs indicates a continuous improvement in its performance. 

The accuracy on the validation set gradually increases, showcasing the model's enhanced predictive 

capabilities. This consistent upward trajectory highlights the effectiveness of the training process and reflects 

the model's growing ability to generalize to unseen data. In contrast, Figure 4 illustrates the evolution of loss 

over the same 20 training epochs. Remarkably, the loss decreases significantly, reflecting the model's ability 
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to optimize its predictions. These findings collectively demonstrate the positive progression and effectiveness 

of the CNN model throughout the training process. Furthermore, the reduction in loss corroborates the 

model's capability to minimize errors, thereby enhancing its overall performance. 
 

 

 
 

Figure 2. CNN model architecture used 
 
 

Table 3. Hyperparameters 
Category Hyperparameters Value or configuration 

Layer hyperparameters Dropout 50% 

Kernel size (3x3) 

Activation function of the final layer Sigmoid 
Activation function of hidden layers ReLU 

Compilation hyperparameters Optimization function Adam 

Error function binary_crossentropy 

Learning rate 0.001 

Execution hyperparameters Batch size 32 
Number of epochs 20 

 

 

  
 

Figure 3. Evolution of training and validation accuracy 

 

Figure 4. Evolution of of training and validation loss 
 

 

Additionally, Figure 5 presents the confusion matrix, allowing for a comprehensive assessment of 

the model's classification capability. This matrix provides valuable insights into the model's strengths and 
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weaknesses, highlighting areas for potential improvement. The confusion matrix obtained after training the 

model to classify cheating and non-cheating cases reveals impressive performance, meaning that the model 

correctly identified cheating and non-cheating cases in the majority of situations. 

After examining the obtained metrics, it is clear that the CNN model has achieved outstanding 

performance. With an accuracy of 97.28%, the model has demonstrated a strong ability to correctly classify 

input data. Furthermore, a precision score of 98.00% attests to its capability in minimizing false positives. 

These results reveal the efficiency and reliability of the model, positioning it as a promising solution for the 

given task. They also confirm that the model is well-tailored to the data and provides a suitable balance 

between identifying true positives and minimizing classification errors. These results are encouraging for the 

future of the project and suggest that the model is ready for deployment in real-world scenarios. 
 

 

 
 

Figure 5. Confusion matrix 

 

 

4.3.  Comparison with convolutional neural network-based pre-trained models 

In the evaluation phase, the aim is to assess the performance of the CNN model by comparing it 

with several widely recognized pre-trained architectures, including ResNet50, VGG16, DenseNet121, 

MobileNetV2, and EfficientNet. Once various models were successfully trained, a detailed comparison of the 

results obtained with the CNN model was conducted. In order to summarize these results and facilitate the 

comparison, consult Table 4 for a summary of all the metrics and performances recorded. This comparative 

assessment will enable a better evaluation of the CNN model in use. 

After a series of in-depth training sessions and evaluations, we are able to observe the performance 

of each model. These training and evaluation stages were crucial to understanding how each model 
performed in the specific context of our online exam cheating detection project. The final results reveal that, 

among the models evaluated, our CNN architecture achieved the most performance, with an accuracy of 

97.28%. Compared to other commonly used architectures, such as ResNet, MobileNetV2, EfficientNet, 

DenseNet, and VGG16, our CNN model stands out significantly. For example, although ResNet is 

recognized as a leading architecture, our CNN model outperforms it with an accuracy of 97.28%, compared 

with 95.24% for ResNet. Similarly, MobileNet achieved 96.93% accuracy. 
 

 

Table 4. Models metrics 
Models Accuracy Precision Recall F1-score 

Proposed CNN model 97.28 98.00 96.60 97.30 
ResNet50 95.24 97.00 92.00 95.10 

MobileNetV2 96.93 95.20 98.00 97.00 

DenseNet21 94.88 96.80 92.80 94.70 

VGG16 96.32 94.10 98.70 96.40 

EfficientNetB0 96.12 97.00 95.80 96.40 

 

 

On the other hand, the 97.28% accuracy rate achieved illustrates the remarkable effectiveness of the 

method in classifying head movements in the FEI dataset, which is divided into two distinct classes: cheating 

and non-cheating. Comparing these results with those of previous studies documented in the literature, also 

conducted on the same FEI dataset, it is interesting to note that these earlier works achieved an accuracy rate 

of 96.24% [15]. Therefore, these results significantly surpass previously reported performance, demonstrating 

that the CNN-based approach represents a substantial advance in solving this particular problem. 
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5. CONCLUSION 

In conclusion, this research explored the use of DL to detect cheating in online exams, focusing 

specifically on the detection of head movements. The proposed CNN model demonstrated exceptional 

performance, outperforming other evaluated models such as ResNet, VGG16, DenseNet21, MobileNetV2, 

and EfficientNetB0. The proposed approach achieved 97.28% accuracy, with 98.00% precision and 96.60% 

recall. These results are significantly better than previous work on the same FEI dataset, which achieved a 

precision of 96.24%. The effectiveness of the CNN model in detecting cheating in online exams suggests that 

it could be successfully deployed in real-world scenarios, helping to ensure the integrity of online 

assessments. However, it is important to note that this model is not infallible and may not be as effective in 

detecting more subtle forms of cheating, such as verbal cheating or discreet collaboration between students. 

These forms of cheating may not involve visible head movements, making their detection more difficult for 

our current model. 

 

 

6. PERSPECTIVES 

In our future work, we plan to explore other perspectives and study various forms of online cheating, 

including those that are more complex and difficult to detect. For example, we plan to study eye movements, 

facial expressions and voice recognition as potential means of detecting online cheating. By expanding our 

cheating detection toolkit, we hope to strengthen our model and improve its ability to detect a wider range of 

online cheating behaviors. 
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