
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 14, No. 2, April 2025, pp. 1192~1200 

ISSN: 2252-8938, DOI: 10.11591/ijai.v14.i2.pp1192-1200      1192 

 

Journal homepage: http://ijai.iaescore.com 

A hybrid feature selection with data-driven approach for 

cardiovascular disease prediction using machine learning 
 

 

Thoutireddy Shilpa, Rajib Debnath 
Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, Hyderabad, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Mar 21, 2024 

Revised Oct 18, 2024 

Accepted Nov 14, 2024 

 

 Affecting various disorders of heart and blood vessels mainly cardiovascular 

diseases (CVDs) is the leading cause of human mortality on the planet. A 

number of machine learning (ML) based supervised learning approaches 

existing in the literature have been found useful in the clinical decision support 

system (CDSS) for detecting CVDs automatically. The challenge, however, 

is that their performance tends to decline unless the training data is of a certain 

standard. Several approaches to solving this problem are known as feature 

selection techniques. Despite several notable advancements in the CVD 

modeling literature, a weak compendium of research exists in an area which 

supports the integration of the feature selection approach as a means of 

enhancing the training quality and thus the prediction accuracy. Against this 

background, in this paper, we proposed a framework called the cardiovascular 

disease prediction framework (CVDPF) that integrates ML methods. To 

support this, we designed and proposed a new hybrid feature selection (HFS) 

algorithm that aims to reduce the number of parameters. This algorithm adopts 

several filter methods in order to enhance its performance for the task of 

feature selection. To improve the prediction accuracy of CVDs, a number of 

ML tools using the HFS approach has been designed and is termed as machine 

learning based cardiovascular disease prediction (ML-CVDP). The validation 

of the framework and the algorithms discussed has been done on the basis of 

a CVD dataset. The experimental findings demonstrated that CVDPF in 

combination with HFS outperforms other methods of feature selection 

available. 
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1. INTRODUCTION 

Kolukisaet et al. [1] introduced a combined feature selection methodology in diagnosing risks of 

coronary heart disease (CHD). Ghosh et al. [2] reviewed modelling Lasso and Relief based feature selection 

methods with machine learning (ML)-based methods in prediction of cardiovascular diseases (CVD).  

Mohan et al. [3] put forth a proposal for feature excludings and assessment of some CVD prediction ML 

techniques. Nourmohammadi-Khiaraket et al. [4] presented advanced techniques concerning feature selection 

to enhance the diagnostic system for the health care system against heart diseases. Nasarian et al. [5] presented 

a heterogeneous hybrid methodology concerning feature selection and diagnosis of coronary artery disease 

through ML models. To address the problem of heart disease Long et al. [6] created a more efficient approach 

using firefly optimization techniques. Ahmed et al. [7] investigated self-aggregating cultural framing among 

users of health-focused social media to unearth myocardial infarction. Jain and Singh [8] made use of a variety 
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of feature selection and classification techniques in predicting chronic diseases. Yekkala et al. [9] were the first 

to predict heart disease in an enhanced way using an ensemble approach and particle swarm optimization (PSO) 

technique. Farooq and Hussain [10] suggested a technique called ‘machine learning [11] driven prognostic 

system (MLDPS)’ to treat patients with CVDs. Meenakshi et al. [12] applied supervised ML techniques, 

including support vector machines (SVM) [13], random forest (RF), and naive Bayes, to anticipate heart-related 

illnesses. Latha and Jeeva [14] examined approaches of ensemble classification methods in terms of risk 

prediction of cardiovascular diseases. Thejas et al. [15] introduced a feature selection method which 

incorporates filter and wrapper methods using mutual information and mini-batch normalization. Ali et al. [16] 

incorporated modern AI methods [17] to achieve the implementation of automatic diagnosis of heart disease. 

An optimized RF model was developed in [18] and random search algorithm was applied to obtain an 

intelligent system for CVD prediction. Islam et al. [19] also utilized ML model in constructing a framework 

for CVD forecasting. Diwakar et al. [20] cover the latent approaches and trends of ML regarding the automatic 

detection of CVDs in view of the internet of medical things (IoMT). Khan and Algarni [21] described a 

prediction model for heart disease while Abdar et al. [22] developed a nested ensemble model to diagnose 

patients with coronary heart disease. Gupta et al. [23] implemented MIFH, a ML based diagnostic framework 

for heart disease that adopts a data driven strategy [24]. 

To address the problem of heart failure (HF) dynamics, Ali et al. [25] came up with a methodology 

using a stacked ensemble of SVMs [26]. While developing systems for CVD, Kumar et al. [27] turned to ML 

classifiers. Zarkogianni et al. [28] suggested yet another new architecture that integrates self-organizing maps 

(SOM) with hybrid wavelet neural networks (HWNN) to enhance predictive abilities. Ketu and Mishra [29] 

dealt with the issue of CVD’s prediction based on the use of ML approaches in their study involving the 

Arrhythmia dataset. In their work, Nahato et al. [30] presented a hybrid strategy involving extreme learning 

machine and fuzzy sets in the mining and analysis of the clinical datasets for the purpose of ascertaining the 

various diseases related to the heart. Nikan et al. [31] also forecasted the risk posed by premised coronary 

artery atherosclerosis an advanced technique termed ridge expectation maximization imputation (REMI).  

Uyar and Ilhan [32] created a model that integrated recurrent fuzzy neural networks (RFNNs) and a genetic 

algorithm (GA) for diagnosis of heart diseases. Kavsaoğlu et al. [33] suggested a method based on the use of ML 

algorithms for evaluation of hemoglobin concentration levels without invasive means. Hajj and Kyriacou [34] 

applied the principles of ML techniques on photoplethysmogram in measuring the blood pressure.  

Kumar and Gandhi [35] introduced a heart diseases prediction model based on ML technology integrated with 

IoT devices. However, literature indicates that feature selection is of utmost importance. It has been noted that 

existing techniques for feature selection can enhance the performance of classifiers using ML. Nevertheless, 

there is still a question of enhancing the efficiency in terms of feature selection. 

 

 

2. PROPOSED METHODOLOGY 

This section of the paper proposes a strategy to predict CVD diseases using other ML algorithm 

techniques. Also, the section describes a suggested feature selection scheme whose objective is to enhance the 

prediction capability of the ML models. This research is centered on supervised learning and, more importantly, 

selection of variables to maximize the performance of CVD prediction. The approach guarantees that already 

trained ML models have been provided with sufficient and good quality of training data which if used enhances 

the prediction accuracy. 

 

2.1.  Frame work 

In the light of practical aspects, a novel framework is formulated and realized as cardiovascular 

disease prediction framework (CVDPF). It encompasses mechanisms and algorithms that enable the estimation 

of the likelihood of any CVD occurrence without human intervention. It consists of some reusable components 

with particular workflow to enable realization of CVD prediction process. It is equally significant to reduce 

the feature space to eliminate substandard performance. In using the ML models designed for CVD prediction, 

performance enhancements can bemade, hence we recommend a hybrid feature selection (HFS) technique 

associated with the framework as shown in Figure 1. 

One of the most challenging aspects of ML techniques is the risk of underperformance caused by the 

enormous amount of feature space; therefore, appropriate dimensionality reduction techniques should be 

applied. In order to give a practical implementation of ML methods in cardiovascular disease prognosis, this 

paper presents a HFS method which is incorporated in the framework. As shown in Figure 1, the CVDPF is 

the framework that incorporates supervised ML and feature selection for the purposes of CVD prediction. In 

the framework, the aforementioned feature selection technique is applied prior to any effort on building and 

training a classifier. Feature selection is preceded by pre-processing of the provided CVD dataset which assists 

in preparing the data for both the training and testing processes. The CVD dataset comprises the training and 

test datasets in an 80:20 ratio. The proposed HFS method is then applied on the training data to identify the 
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features that have a true impact on the prediction of the class label. Once feature selection is completed, several 

ML models are used as forecasting mechanisms for CVD. 

 

 

 
 

Figure 1. Illustrates overview of the proposed CVDPF 

 

 

2.2.  Dataset details 

We have compiled a CVD dataset that comprise essential data about patients, whereby each patient is 

represented by a single instance. The available features are sufficient for carrying out the diagnosis with a  

non-invasive procedure. The data set also provides the diagnosis attribute so that the learning process is  

semi-supervised. Table 1 presents the data set that was used for the empirical evaluation. It has all the necessary 

features for carrying out an automatic diagnosis of CVD using a ML approach. 

 

 

Table 1. Details of attributes found in the dataset 
Attribute name What it does? Value range 

ID Such unique patient identification number. Unique serial number. 

SEX Contains the gender information of the holders. Male | Female 
AGE Holds age information 1-100 

CP Holds chest pain type 1-4 (Normal angina, atypical angina, non-anginal pain, 
asymptomatic) 

TRESTBPS Resting blood pressure value Some value in mm Hg 

CHOL Serum cholesterol value Some value in mm/dl 
FBS Fasting blood sugar (greater than 120mg/dl) This indicates Yes or No by either 1 or 0 respectively. 

RESTECG Holds resting electrocardiographic results 0 or 1 or 2 indicating normal; ST-T wave is abnormal; and 

probable left-ventricular hypertrophy. 
THALCH Maximum heart rate achieved Any heart rate value (numeric) 

EXANG Holds exercise induced angina 1 or 0 indicating Yes or No respectively 

OLDPEAK Holds exercise induced ST depression A numeric value 
SLOPE Holds peak exercise ST segment slope A numeric value: upsloping/flat/downsloping. 

CA Number of major vessels colored by fluoroscopy (3-0) 

THAL Holds thalassemia value 7/6/3 reversible defect/ fixed defect/ indicating normal 

DIAGNOSIS CVD diagnosis value 1-4 /0 indicating CVD and No CVD 
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2.3.  Data splitting 

The entire collected dataset is subdivided into two parts for the purpose of the supervised learning 

process. Of the available data, 80% is set aside for training and 20% for testing. In case of testing data, diagnosis 

attribute is omitted in order to evaluate the predictive capability of the model proposed. The CVD [35] dataset is 

helpful in the discovery and prediction of whether or not cardiovascular disease is present within the individual. 

 

2.4.  Proposed feature selection method 

By identifying the relevant features, feature selection helps enhance the quality of the training data.  

It also reduces number of dimensions hence reducing the learning space which is an advantage in speed and 

accuracy of prediction. There are quite a number of features selection techniques available such as Lasso and 

Relief among others. Feature selection from the literature is emphasized. To this effect we offered a method HFS 

which is a fusion of three filter-based methods. In filter methods importance measuring of the given features 

should be done. All features taken in as input and the relevant feature subset is identified. After that the features 

are rated according to some criteria. This cycle is repeated until all features that contribute to the prediction of the 

class label are determined. The procedure is illustrated in Figure 2. 

The HFS that is suggested contains three filter techniques which makes us T-test, fisher criterion and 

entropy respectively. In the proposed feature selections, less common notation is used which is shown in  

Table 2. As found in [23], the Fisher criterion is regarded to be one of the best resources for filter feature selection. 

It is stated in (1). 
 

𝐹(𝑖) = |
𝜇1(𝑖)−𝜇0(𝑖)

𝜎1
2(𝑖)−𝜎0

2(𝑖)
| (1) 

 

In a different approach, the t-test that is discussed in [24] is another filter method which can gauge the 

significance of features, t-test exprestion in (2). 
 

𝑡(𝑖) = |
𝜇1(𝑖)−𝜇0(𝑖)

√
𝜎1
2(𝑖)

𝑛1
+
𝜎0
2(𝑖)

𝑛0

| (2) 

 

 

 
 

Figure 2. Generic feature selection approach using filter method 
 

 

Table 2. Notation information 
Notation Description 

Q Probability distribution linked to target 
P Actual probability distribution 

KL-distance Denotes Kullback-Leibler distance 

𝜇1(𝑖) and 𝜎𝑖(𝑖) Denotes mean value 

𝑛1 and 𝑛0 Patterns associated with null and unitary class 

 

 

Another frequent metric that is used as a filter method to evaluate relevant features is referred to as 

relative entropy. In other words, it is simply the Kullback-Leibler divergence measure already described in 

[25]. In order to advance a feature selection method, we have come up with a combination of the three metrics. 

Algorithm 1 also details this method known as HFS. It measures the difference between probability 

distributions which is represented mathematically in (3). 
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KL(p, q)=∑ 𝑝𝑖𝑙𝑜𝑔2(
𝑝𝑖

𝑞𝑖
)𝑖  (3) 

 

Algorithm 1: Hybrid feature selection 
Input: CVD Dataset D, Threshold th 

Output: Features Selected F 

a. Start 

b. AExtractAll(D) 

c. For each a in A 

d. fExtractFeaturesFromAttribute(a) 

e. FF+f  

f. End For  

g. For Each f in F 

h.  fscoreComputeFisherScore(f, F); 

i. tscoreCompute(f, F); 

j. escoreComputeREScore(f, F);  

k. finalscoreComputeFScore(fscore, tscore, escore) 

l. Update M with f and finalscore 

m. End For 

n. FNull 

o. For each m in M 

p. IF m.finalscore>=th THEN 

q. Update F with m.f  

r. End If 

s. End For 

t. Return F 

u. End 

 

2.5.  CVD prediction process 

Assuming a CVD prediction process, a new algorithm has been designed. This phase is known as ML 

based cardiovascular disease prediction. It uses HFS algorithm for feature selection and incorporates various other 

ML models in a sequence for CVD prediction. 
 

Algorithm 2: Machine learning based cardiovascular disease prediction 
Inputs: dataset D, ml models M 

Output: Predictions P 

a. Start 

b. (T1, T2)Preprocess(D) 

Feature Selection 

c. FHFSAlgorithm(T1) 

CVD Prediction 

d. For each model m in M  

e. Train m with F 

f. mFitTheModel(T2, m) 

g. Add confusion matrix and m to a map C 

h. Update R with m and predictions 

i. End For  

j. For each r in R 

k. Output prediction results  

l. Output performance statistics  

m. End For 

n. End 

 

 

3. RESULTS AND DISCUSSION 

This section will focus on the experimental findings. Among other things, the study consists of CVD 

prediction observations and performance assessment of the method proposed. The performance of the new 

method is compared with the feature selection approaches offered previously to static predictive models.  

The ML prediction models applied are RF, LR, SVM, XGB, and GB. For evaluating the effectiveness of the 

proposed HFS, various feature selection techniques such as the sequential feature selector, Lasso, RF 

importance, and Chi-Square are used. 
 

3.1.  Precision performance 

The use of HFS in different prediction models affects the precision performance positively.  

It, however, performs differently from other feature selection models when Integrated with the ML models. In 

consideration to Figure 3, the comparative precision CVD forecasting prediction of different ML methods is 

displayed when different feature selection strategies are applied. CVD prediction is achieved using ML along 

with feature selection methods. A comparison of various models in terms of their precision is conducted when 

different feature selection techniques are applied. 
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When feature selection is applied, there is a marked improvement in performance. All the feature 

selection techniques gave better precision as compared to models without such an approach. Furthermore, 

prediction models that incorporate HFS tend to perform better. The RF model excluding feature selection was 

precision at 76.2%. The precision metrics for RF are said to be improved when it is applied along with the 

feature selection methods. For instance, it was '79.41% with Chi-Square, 80% with RF importance, 77.77% 

with Lasso, 91.17% with sequential feature selector and 92.4% with proposed HFS followed by the highest 

performance achieved in RF system with HFS'. 

 

 

 
 

Figure 3. Performance comparison in terms of precision 

 

 

3.2.  Recall performance 

The effectiveness of recall comes to light when HFS is used for combination with other models of 

prediction. Also, it has been shown in the comparison of existing feature selection methods incorporated with 

the ML models. As can be seen from Figure 4, CVD prognosis applies ML-powered feature selection 

techniques. The recall of the respective model is estimated in terms of the performance of the applied different 

feature selection techniques. 

Using feature selection results in a considerable enhancement in performance. Every feature selection 

technique applied enhanced the recall compared to the models that did not employ the use of feature selection 

techniques. It should be noted that the prediction model’s performance utilizing HFS are in most cases higher. 

The precision achieved by RF without feature selection was 80.28%. Ignoring feature selection while using RF 

suppresses its performance. For instance, it scored 93.1% recall in case of order Chi-Square, 82.75% in case 

of sections of RF importance, 95.45% in Lasso, 93.93% in sequential feature selector, and 98.45% in the 

presented HFS. It is found that the performance of RF with HFS is the maximum. 

 

 

 
 

Figure 4. Performance comparison in terms of recall 
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3.3.  F1-score performance 

The implementation of HFS in conjunction with different prediction models has been observed to 

yield an F1-score performance. Its performance is evaluated relative to the available feature selection models 

used concurrently with ML models. As shown in Figure 5, CVD is predicted using ML and feature selection 

methods. When various feature selection methods are employed, the F1-score of different models is presented. 

The application of feature selection methods leads to noticeable enhancement in performance levels. 

Every single method of feature selection has recorded a better F1-score than the models that were built without 

any feature selection at all. Another interesting note is that prediction models HFS perform better 

comparatively. RF without feature selection had an F1-score of 78.18%. If RF is accompanied by feature 

selection methods, its performance is enhanced. To begin with, the F1 score recorded by Chi-Square stood at 

85.71, whereas that of RF importance was 81.35, by Lasso at 85.7, and by sequential feature selector at 92.52. 

The proposed HFS scored the highest with a mark of 93.96. Among all these, HFS went best with RF. 
 

 

 
 

Figure 5. Performance comparison in terms of F1-score 
 
 

3.4.  Accuracy performance 

The effectiveness of HFS with various prediction models is noted. Its performance has been evaluated 

concerning the already established feature selection models that are used with the ML models. In Figure 6, the 

CVD is predicted with the aid of ML and using Ajala selection methods. There is a comparison in the accuracy 

of models when different feature selection techniques are applied. 
 

 

 
 

Figure 6. Performance comparison in terms of accuracy 
 

 

Employing feature selection results in considerable enhancement in performance. Each feature 

selection technique exhibited improved F1-score as compared to the models which did not incorporate feature 

selection. One more thing that can be mentioned is that the prediction models which include HFS outperform 
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the rest in terms of performance. The accuracy without feature selection using RF model was 77.79%. RF 

model performance improves when feature selection methods are applied. The best F1-scores were achieved 

85.28% for Chi-Square, 80.94% for RF importance, 85.27% for Lasso, 92.06% for sequential feature selector, 

and 93.49% for the proposed HFS. The highest value of the performance evaluation metric with HFS is seen 

in the case of RF. 

 

 

4. CONCLUSION AND FUTURE WORK 

In this section we introduced a system entitled CVDPF over useful ML techniques. Besides, we have 

also provided a HFS algorithm which is useful in minimizing the effects of the dimensionality problem. This 

specific algorithm incorporates a number of filter approaches to achieve optimal performance in the process of 

features selection. Furthermore, we propose an alternative to ML-CVDP or the machine learning-based 

cardiovascular disease prediction feature. Such a feature will give diverse other machine learning systems and 

increase the prediction of CVD using the HFS algorithm. Various ML methods, illustrated in the monograph, 

include SVM, RF, LR, XGB, and GB. Every model thoroughly scrutinizes application of most currently 

existing feature selection methods along with the newly HFS. The models when used imputing any feature 

selection algorithm are seen to work efficiently due to the factor of training the process more. A CVD dataset 

is utilized to test out the effectiveness of the designed structure and methods. The empirical data demonstrated 

that using HFS with CVDPF is superior to feature selection methods that have been developed for use. Up to 

now, we have suggested increasing the prediction ability of CVDs employing cabinet approaches for the most 

effective predictors. A further avenue for future work might also involve the use of medical images and deep 

learning architectures to predict CVDs. 
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