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 Technical analysis uses past price movements and patterns to predict future 

trends and help traders make informed decisions about their cryptocurrency 

portfolios. This study investigates the effectiveness of different forecasting 

algorithms and features in predicting the future log return of cryptocurrency 

close price across various horizons. Specifically, we compare the performance 

of AdaBoost, light gradient boosting machine (LightGBM), random forest 

(RF), and k-nearest neighbor (KNN) regressors using Kline open, high, low, 

close (OHLC) prices data and averaged bars (Heikin-Ashi) features. Our 

analysis covers ten of the most capitalized cryptocurrencies: Cardano, 

Avalanche, Binance Coin, Bitcoin, Dogecoin, Polkadot, Ethereum, Solana, 

Tron, and Ripple. We have observed nuanced patterns in predictive 

performance across different cryptocurrencies, forecasting horizons and 

features. Then we have found that AdaBoost and RF models consistently 

exhibit a competitive performance, with LightGBM showing promising results 

for specific cryptocurrencies. The impact of forecast horizons on forecasting 

performance underscores the need for tailored forecasting models. In 

summary, the use of Kline OHLC data as features outperforms averaged bars 

in forecasting the first and second horizons, while averaged bars outperform 

Kline OHLC data for mid- to relatively long-term horizons (starting from the 

third horizon). Our findings suggest that averaged bars merit more attention 

from researchers instead of relying solely on Kline OHLC data.  
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1. INTRODUCTION 

Cryptocurrencies, known for their high volatility, offer traders lucrative returns and high risks based 

on their decisions’ accuracy [1]. Traders commonly decide whether to go long or short on a cryptocurrency 

based on their forecasting of the future trend of the cryptocurrency they hold or to which they want to take a 

position. Forecasting cryptocurrency trends poses a significant challenge that prompts traders to employ 

various techniques, including technical analysis, fundamental analysis, statistical methods, and artificial 

intelligence-based approaches. 

Technical analysis seeks to predict future market behavior through pattern recognition and 

algorithmic trading strategies. This approach leverages technical indicators and chart formations levels  

[2], [3], derived from historical price and volume data (e.g., Kline open, high, low, close (OHLC) values) 

within a defined timeframe. These insights inform cryptocurrency portfolio management decisions. 

https://creativecommons.org/licenses/by-sa/4.0/
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Alternatively, fundamental analysis constitutes an asset valuation methodology [4] centered on 

determining the intrinsic value of a cryptocurrency. This approach involves a comprehensive evaluation of 

the foundational components driving a particular coin project, encompassing factors such as its underlying 

blockchain technology and upcoming project-related events (such as partnerships, halving events, or 

introducing a new consensus algorithm) [5]. Additionally, fundamental analysis considers the adoption rate 

of the project’s services, updates from the project team, and other pertinent project-related information. 

Using these insights, fundamentalists forecast the trend of a cryptocurrency’s price. However, applying 

fundamental analysis to cryptocurrency price forecasting remains a complex task due to the significant influence 

of speculative behavior, market sentiment [6], and other factors such as the high market volatility [7]. 

Machine learning algorithms have also garnered significant attention as viable approaches for 

developing cryptocurrency forecasting models. By leveraging these algorithms, researchers and traders aim 

to capitalize on their ability to process large datasets and uncover trends and patterns that could signal 

forthcoming price fluctuations. Typically, these algorithms utilize historical Kline OHLC data, sourced 

directly from exchange archives or aggregated from diverse platforms, to train models for predicting future 

cryptocurrency prices over single or multiple time steps (horizons). There are two main approaches to 

cryptocurrency forecasting: classification and regression). Classification approaches predict price trends by 

learning from labeled data (e.g., trend direction based on Kline OHLC) and incorporating additional features 

[8]. Meanwhile, regression models utilize historical price data to directly forecast future cryptocurrency 

values within a specified timeframe.  

Statistical approaches are also employed to forecast cryptocurrencies. These methods include 

autoregressive integrated moving average (ARIMA) models for time series analysis [9] and other statistical 

techniques that capture patterns and trends in historical price data. Statistical models provide a quantitative 

framework for understanding and predicting cryptocurrency price movements. However, they also need help 

with challenges, including assumptions about stationarity and the difficulty of capturing the complex 

dynamics of the cryptocurrency market. Traders and analysts often combine multiple methods, drawing on 

each other’s strengths to enhance the robustness of their forecasts [10]. 

Our study aims to compare the effectiveness of using averaged bars and Kline OHLC data as 

features for machine learning algorithms to forecast close price log returns across various cryptocurrencies 

and horizons. While previous literature primarily focuses on one-step future forecasting with fewer studies 

utilizing averaged bars, our research extends beyond these limitations. By targeting different horizons and 

close prices of ten cryptocurrencies, we seek to address several key questions that have not been thoroughly 

explored:  

‒ Which charting technique exhibits greater efficacy when forecasting deeper horizons into the future and 

using which machine learning algorithm? 

‒ Is there consistent behavior among the different algorithms considered in this study when applied across 

different cryptocurrencies? 

The novelty of our research lies in its comprehensive approach, as we extend beyond prior studies 

by examining multiple cryptocurrencies and exploring a more extensive range of forecasting horizons. 

Additionally, unlike our previous research [5] which focused primarily on Bitcoin, one horizon, and different 

time sampling windows using Kline OHLC data and Heikin-Ashi, this study broadens the scope to include 

additional cryptocurrencies and more horizons. Through this comparative analysis, we aim to provide 

insights into the predictive capabilities of these charting techniques, ultimately contributing to a deeper 

understanding of cryptocurrency market dynamics. 

The subsequent sections of this paper are organized as follows: The second section will introduce 

core formulas for calculating averaged bars and provide an overview of recent studies about the application 

of Heikin-Ashi candlesticks in forecasting stock and cryptocurrency prices. Following that, the third section 

will describe the procedures for data collection, preprocessing, and the methodologies employed. In the 

fourth section, we will delve into the presentation and discussion of our results. The concluding fifth section 

will summarize the paper and outline potential directions for future research endeavors. 

 

 

2. BACKGROUND AND RELATED WORKS  

Kline candlesticks are extensively used in research related to stocks and cryptocurrency prices  

[11]−[14]. However, the averaged bars known as Heikin-Ashi candlesticks need more attention from the 

scientific community. Averaged bars candlesticks exhibit smoother patterns compared to  

Kline-based candlesticks due to their utilization of an average of the preceding candlesticks’ open and close 

prices to determine the open price. Within this paper, averaged bars and Heikin-Ashi will be used 

interchangeably. Heikin-Ashi candlesticks are derived directly from Kline OHLC data. The formulas [15] to 

calculate their OHLC (HA_Open, HA_High, HA_Low, HA_Close) data are as shown in (1) to (7): 
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HA_Open =
previous_HA_Open   +   previous_HA_Close

2
 (1) 

 

HA_High = max(KLine_𝐻𝑖𝑔ℎ , HA_Open, HA_Close) (2) 

 

HA_Low = min(𝐾𝐿𝑖𝑛𝑒_𝐿𝑜𝑤, HA_Open, HA_Close) (3) 

 

HA_𝐶𝑙𝑜𝑠𝑒 =
𝐾𝐿𝑖𝑛𝑒_𝑂𝑝𝑒𝑛  +  𝐾𝐿𝑖𝑛𝑒_𝐻𝑖𝑔ℎ  +  𝐾𝐿𝑖𝑛𝑒_𝐿𝑜𝑤 +  𝐾𝐿𝑖𝑛𝑒_𝐶𝑙𝑜𝑠𝑒

4
 (4) 

 

Each visualized Heikin-Ashi candlestick has a body and two thin shadows (upper and lower). 

 

𝐻𝐴_𝐵𝑜𝑑𝑦 = 𝐻𝐴_𝐶𝑙𝑜𝑠𝑒  −  𝐻𝐴_𝑂𝑝𝑒𝑛 (5) 

 

𝐻𝐴_𝑈𝑝𝑝𝑒𝑟𝑆ℎ𝑎𝑑𝑜𝑤 = 𝐻𝐴_𝐻𝑖𝑔ℎ −  𝑚𝑎𝑥(𝐻𝐴_𝑂𝑝𝑒𝑛,  𝐻𝐴_𝐶𝑙𝑜𝑠𝑒) (6) 

 

HA_LowerShadow =  min(𝐻𝐴_𝑂𝑝𝑒𝑛,  𝐻𝐴_𝐶𝑙𝑜𝑠𝑒) − 𝐻𝐴_Low (7) 

 

Applying Heikin-Ashi candlesticks in analyzing cryptocurrency and stock markets has received 

relatively limited attention in the existing literature. Shalini et al. [16] employs the average directional index 

(ADX) on Heikin-Ashi with other technical indicators. The backtesting process focuses on providing entry 

and exit points for stock market participants. Their analysis reveals that the generated technical indicator 

using Heikin-Ashi was one of the effective indicators for most studied stocks. El Youssefi et al. [5] compared 

Heikin-Ashi and Japanese candlesticks, single-step future log return of the close price of Bitcoin over 

different time windows ranging from 1 day to 5 minutes, and employing various regression algorithms 

including k-nearest neighbor (KNN) regressor, linear regression, light gradient boosting machine 

(LightGBM), the Huber regressor, and random forest (RF) regressor. Their key findings suggest that using 

OHLC candlesticks consistently outperforms Heikin-Ashi candlesticks across all considered periods. 

Piasecki and Hanćkowiak [17] used fuzzy numbers to represent the Heikin-Ashi transformation, accounting 

for the inherent uncertainty in historical price data. They reported that despite introducing additional 

imprecision through their averaging approach, Heikin-Ashi candlesticks efficiently detect trends in volatile 

price data, resulting in notable forecasting accuracy. Madbouly et al. [18] integrated cloud models, fuzzy 

time series, and Heikin-Ashi candlesticks to predict and confirm stock trends to address nonlinearity and 

noise in stock market data, the model leveraged a model to cover the randomness gap in fuzzy logic, bridging 

qualitative and quantitative concepts. The model handled ambiguity and uncertainty in Japanese candlestick 

definitions and actual stock prices, constructing dynamic weighted fuzzy logical relationships for OHLC 

prices forecasting. El Youssefi et al. [19] used kMens clustering to categorize averaged bars candlesticks and 

logarithmic returns of prices, and to determin optimal class numbers for cryptocurrency logarithmic returns. 

The study establishes the importance of clustering in feature preprocessing for effective classification in 

cryptocurrency forecasting. 

 

 

3. METHODS AND MATERIALS 

Our study began by constructing our dataset using historical data from Binance, focusing on ten 

selected cryptocurrencies. As depicted in Figure 1, we obtained Kline OHLC data from Binance. Next, we 

generated various features including Kline OHLC candlesticks and averaged bars candlesticks. Additionally, 

we calculated different horizon targets, specifically the logarithmic returns from one to ten horizons. In the 

data preprocessing stage, we addressed missing values using simple mean-based imputation. We then applied 

a time series split strategy with ten folds to divide each dataset into a training split (70% of the data) and a 

test split (30% of the data). The data were normalized using the robust scaler. Finally, we applied our 

selected regressors to the resulting datasets. The performance of these regressors was evaluated using the 

coefficient of determination, R-squared (R2), to assess the accuracy of our forecasts. 

 

3.1.  Data collection and preprocessing 

Based on market capitalization available at [20], we have used the historical data provided by 

Binance of the ten most capitalized cryptocurrencies as of January 7, 2024, at 16:23 GMT. Another criterion is 

that the cryptocurrencies should be tradable in the USD Tether (USDT) market. The chosen cryptocurrencies 

alphabetically ordered are Cardano (ADA), Avalanche (AVAX), Binance coin (BNB), Bitcoin (BTC), Doge 

(DOGE), Polkadot (DOT), Ethereum (ETH), Solana (SOL), Tron (TRX), and Ripple (XRP). 
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We downloaded all the Kline OHLC data from their start date of trading on Binance until November 

30, 2023, for each cryptocurrency. These data include the OHLC prices, the volume, and the number of 

trades. Heikin-Ashi OHLC and the candlesticks’ characteristics (body, upper shadow, and lower shadow) for 

Kline and Heikin-Ashi have been then calculated and appended to the data. Then, we calculated logarithmic 

returns from one to ten horizons for each datapoint of data. Logarithmic return is a transformation widely 

used in stock and cryptocurrency regression-based forecasting using machine learning algorithms. To 

calculate the logarithmic return for the nth horizon, using the close price of a cryptocurrency, the (8) is used: 

 

Log_returnn = ln(𝐾𝐿𝑖𝑛𝑒_𝐶𝑙𝑜𝑠𝑒(𝑛)) − ln(𝐾𝐿𝑖𝑛𝑒_𝐶𝑙𝑜𝑠𝑒(0)) (8) 

 

Where 𝐾𝐿𝑖𝑛𝑒_𝐶𝑙𝑜𝑠𝑒(0) is the current candlestick close price and 𝐾𝐿𝑖𝑛𝑒_𝐶𝑙𝑜𝑠𝑒(𝑛) is the close price of the 

nth future Kline candlestick. 
Leveraging the PyCaret automated machine learning library [21], we have applied a time series 

cross-validation strategy with ten folds. This approach prioritizes temporal fidelity by exclusively training 

models on past data and keeping future unseen data for unbiased evaluation. This aligns with the inherent 

structure of cryptocurrency time series, where predictions based on unavailable data are more applicable. 

Additionally, we have addressed missing values through mean imputation. The dataset was subsequently split 

into a 70/30 training-testing ratio for model training and performance assessment. Finally, robust scaling has 

been applied to mitigate the influence of outliers on the employed algorithms. 

 

 

 
 

Figure 1. Workflow for data collection, feature engineering, data preprocessing, and model training and 

evaluation 

 

 

3.2.  Learning regression algorithms 

We employed four regression models—AdaBoost, LightGBM, RF, and KNN regressors—to compare 

log returns across different forecasting horizons for various cryptocurrencies. Each of these models was 

implemented using the Scikit-learn library [22]. By utilizing diverse ensemble and non-parametric techniques, 

we aimed to capture different aspects of the underlying data patterns and assess their predictive capabilities 

across multiple time horizons. 

 

3.2.1. AdaBoost regressor 

AdaBoost employs a boosting approach. It iteratively trains a sequence of weak learners  

(models with slightly better accuracy than random guessing, like simple decision trees). These weak learners 

are trained on modified versions of the dataset. Their predictions are then combined using a weighted vote 

(sum for regression) to create the final prediction. At each boosting iteration, the data undergoes 

modifications where weights 𝓌1 ,  𝓌2,  …  ,  𝓌𝓃   are assigned to each training sample. Initially, these weights 

are uniformly set to 
1

𝑛
 , allowing the first step to train a weak learner on the original data. AdaBoost adjusts 

sample weights dynamically. Samples misclassified by the previous boosted model gain higher weights, 

while correctly classified samples have their weights decreased. This iterative process focuses the learning 

algorithm on previously challenging samples in subsequent iterations [23]. 

 

3.2.2. Light gradient boosting machine 

LightGBM is a gradient boosting decision tree algorithm which use a forward stage-wise approach, 

initially building a base model to predict the target variable’s mean. Subsequently, it iteratively refines this 

model by constructing decision trees that focus on the residuals (errors) between the actual values and the 

current predictions. These residuals are calculated as the negative gradient of the chosen loss function.  

The model is then updated by incorporating a portion of each new tree’s predictions. This approach enhances 

model performance while maintaining computational efficiency [24]. 
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3.2.3. Random forest regressor 

RF is a machine learning algorithm that utilizes a multitude of decision trees for prediction. During 

training, it constructs a forest of unpruned decision trees, where each tree is built on a random subset of 

features and a random subset of training data. Predictions are made by averaging the predictions from all 

individual trees within the ensemble. This approach enhances model robustness and reduces overfitting 

compared to single decision trees. 

 

3.2.4. K-nearest neighbor regressor 

KNN is a non-parametric, instance-based learning method prevalent in both statistics and machine 

learning. Unlike parametric approaches, KNN avoids assumptions about data distribution and relies on the 

training data for predictions. It predicts continuous variables by considering the ‘K’ closest neighbors in the 

training set. The algorithm identifies these neighbors using a distance metric, e.g., Euclidean distance.  

The final prediction is then calculated as the average of the dependent variable values associated with these 

‘K’ neighbors [5] as shown in (9). 

 

ŷ =
1

K
∑ yi

K
i=1  (9) 

 

While the KNN regressor offers flexibility and simplicity and can effectively capture complex variable 

relationships in specific datasets, its performance relies heavily on factors such as the data’s dimensionality 

and scaling, the chosen value of ‘K’ and distance metric. 

 

3.3.  Evaluation metrics 

The coefficient of determination, or R², is a statistical metric that indicates how well a regression 

model fits the data. It measures the proportion of variation in the dependent variable (Y) that is explained by 

the independent variables (X) included in the model. Essentially, R² is the ratio of the explained sum of 

squares (ESS) to the total sum of squares (TSS) [25]. ESS reflects the variation captured by the model, while 

TSS represents the total variation in the dependent variable. The formula for calculating R2 as shown in (10): 

 

𝑅2 =
𝐸𝑆𝑆

𝑇𝑆𝑆
= 1 −

𝑆𝑆𝑅𝐸𝑆

𝑆𝑆𝑇𝑂𝑇
= 1 −

∑ (𝑦𝑝𝑖
−𝑦𝑎𝑖

)
2

𝑛
𝑖=1  

∑ (𝑦𝑝𝑖
−𝑦̅)

2
𝑛
𝑖=1  

 (10) 

 

A higher R2 value indicates that a more significant proportion of the total variance in the dependent 

variable is accounted for by the independent variables in the regression model, suggesting a better fit of the 

model to the observed data. This study used R2 as an evaluation metric for different cryptocurrency 

forecasting models. R2 quantifies the proportion of variance in the dependent variable explained by the 

model, thereby offering a straightforward assessment of model performance. Notably, R2 is scale-

independent, facilitating comparisons across diverse datasets or scales. As R2 was recommended in [26], we 

will report a graphical representation of R2 regression values only.  

 

 

4. RESULTS AND DISCUSSION  

This study investigated the performance of four forecasting algorithms: AdaBoost, LightGBM, RF, 

and KNN regressors, using Kline OHLC and Heikin-Ashi (averaged bars) features to forecast the future log 

return of the close price over different horizons (H1 to H10). While earlier studies have explored various 

forecasting methods, they have not explicitly addressed the influence of feature types and forecast horizons 

on predictive performance for cryptocurrencies. Figures 2 to 11 present the R2 values of the considered 

algorithms across various horizons for both feature types. Notably, all negative R2 values were excluded to 

focus on meaningful positive data. 

Our key findings reveal that the use of averaged bars generally leads to better R2 values, 

outperforming Kline OHLC features starting from the 3rd horizon. This improvement is evident in 

cryptocurrencies such as Ethereum, Bitcoin, and Cardano. Specifically, AdaBoost and RF models 

consistently demonstrate high performance with averaged bars features. Conversely, LightGBM shows 

promise for specific cryptocurrencies, notably Bitcoin and Ethereum, while KNN models exhibit less 

consistent performance, with lower R2 values across most cryptocurrencies and horizons except for 

Avalanche and Binance coin. Our study suggests that averaged bars offer better results for longer horizons in 

forecasting cryptocurrency prices, whereas Kline OHLC data are more effective for short-term horizons  

(1st to 3rd horizons), despite their generally lower R2 values. 
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Figure 2. R2 values for ADA/USDT pair close price 

log return forecasting 

 

Figure 3. R2 values for AVAX/USDT pair close price 

log return forecasting 

 

 

  
 

Figure 4. R2 values for BNB/USDT pair close price 

log return forecasting 

 

Figure 5. R2 values for BTC/USDT pair close price 

log return forecasting 

 

 

 
 

 

Figure 6. R2 values for DOGE/USDT pair close price 

log return forecasting 

 

Figure 7. R2 values for DOT/USDT pair close price 

log return forecasting 

 

 

  
 

Figure 8. R2 values for BTC/USDT pair close price 

log return forecasting 

 

Figure 9. R2 values for SOL/USDT pair close price 

log return forecasting 
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Figure 10. R2 values for TRX/USDT pair close price 

log return forecasting 

 

Figure 11. R2 values for XRP/USDT pair close price 

log return forecasting 
 
 

5. CONCLUSION 

This study explored the performance of four forecasting algorithms: AdaBoost, LightGBM, RF, and 

KNN regressors. We used Kline OHLC data for one set of features and Heikin-ashi features for another. 

These regression algorithms were applied to forecast the future daily log return of the closing price over 

various horizons (H1 to H10). Key insights emerged from evaluating multiple cryptocurrencies and 

forecasting horizons. Firstly, feature selection is crucial for predictive accuracy. While Heikin-Ashi features 

yield better results for longer horizons in forecasting cryptocurrency prices, their superiority is not universal 

across all cryptocurrencies and forecast horizons. They perform best at the third horizon and then vary for 

longer horizons, indicating that feature effectiveness depends on the specific characteristics of each 

cryptocurrency’s price behavior and the forecast horizon. Secondly, the performance of forecasting 

algorithms varies significantly. AdaBoost and RF models show competitive performance across multiple 

cryptocurrencies and horizons, while LightGBM produces promising results for specific cryptocurrencies and 

horizons, highlighting its efficacy in modeling nonlinear relationships. Lastly, the impact of forecast horizons 

on predictive performance emphasizes the importance of tailoring forecasting models to specific timeframes 

and market conditions. Short-term horizons may favor algorithms that adapt to rapid price fluctuations, 

whereas longer-term horizons may require models that identify sustained trends in cryptocurrency prices.  

Our findings emphasize the importance of incorporating averaged bars (Heikin-Ashi) and considering 

forecast horizons in cryptocurrency forecasting research. Further research is required to refine these 

methodologies and develop robust models that can capture the complexities of cryptocurrency price 

dynamics. It is important to note the limitations of our study, including the exclusive use of historical data 

from Binance and the focus on a specific set of cryptocurrencies and forecast horizons. To validate these 

results, future research should extend to a broader range of cryptocurrencies and explore different time 

samplings beyond the 1-day candlesticks used in this study. Additionally, future studies might investigate 

more sophisticated feature engineering methods and the application of alternative regression algorithms to 

further enhance predictive accuracy. 
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