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1. INTRODUCTION

Cyberbullying is becoming increasingly prevalent in society. Although it can occur on many
different online platforms and channels, cyberbullying is most prevalent on social networking sites. Bullying
is a negative behavior that intentionally and repeatedly targets a particular person; bullying harms people
physically and harms society. Bullying occurs in myriad cultural contexts, and bullies employ a varied
vocabulary that includes terms like “disgusting,” “retarded,” and “stupid” [1], [2]. Bullying’s three main
characteristics are repetition, intention to harm, and an unequal power dynamic between the victim and the
offender [3] this behavior can have terrible consequences, including the death of some victims. Currently,
people can digitally connect with others regardless of the distance between them. Since protecting free
speech means protecting social media users from abuse, harassment, and intimidation, detecting bullying
automatically is difficult [4], doing so, especially in Arabic-language posts and messages, is becoming
increasingly difficult as social platforms proliferate [5].
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Users of X, a popular interactive social networking platform, have recently left both positive and
negative remarks. Social media users usually use pseudonyms in order to hinder efforts to monitor their
behavior [6]. Previously, researchers did not regard this problem as a research concern but are now taking it
seriously [7]. Numerous studies on cyberbullying have researched a variety of implementation techniques
[8]-[10]. They have evaluated the diversity of machine learning implementations, which produced good
results for English terms [11]-[13] and some Arabic terms [14], [15]. Others used deep learning model click
or tap here to enter text [9], and these also produced good results for English terms. Some studies have
combined different techniques. Further research on texts in languages other than English is required. Studies
that have used Arabic texts are particularly rare. Several studies tested machine learning and other algorithms
in this field, such as “decision tree (DT), Bayesian, support vector machine (SVM), random forest (RF),
K-nearest neighbor (KNN)” [12], [16], on almost all English-language posts on social media. We
summarized them based on three different approaches.

In the machine learning approach, multiple systems are available that can precisely and
automatically detect cyberbullying. Ali et al. [12] sought to draw attention to earlier studies and suggest a
method for identifying sarcasm in cyberbullying posts from a different datasets. They determined that the
SVM classifier outperformed the classifiers stated earlier on classifying datasets 2, 3, and 4 and achieved
92% accuracy on dataset 1. Research on identifying cyberbullying is expanding because of cyberbullying’s
significant impact on social media users, particularly children and teenagers. While many studies have
focused on identifying similar patterns in English text, not enough machine learning studies have examined
Arabic-language cyberbullying. Some studies on detecting Arabic-language cyberbullying produced
extremely good results while others produced average results. By using several classification methods,
Kanan et al. [14] proposed applying machine learning to detect bad textual acts in Arabic. Various Arabic
natural language processing (NLP) technologies have also been used. The results demonstrate that the
F1-measure values produced by the RF algorithm were the highest. The RF algorithm’s 94.1 indicated a 95%
accuracy on a dataset of X posts, and SVM gave 91.7 on a dataset of Facebook posts. These outcomes held
true when neither stemming nor stop-word removal was used. Other machine learning methods could
improve results. Alduailaj and Belghith [15] found bullying in Arabic writings in this sector. One study
examined the application of SVM and several significant data processing features to 30,000 comments.
Different situations were included in it: cleaned, stemmed, segmented, and stop-word comparison using term-
frequency times inverse document-frequency (TF-IDF) and bag of words (BoW). The results showed that
SVM, with an accuracy of 95.742%, identified cyberbullying more accurately than naive Bayes (NB) did.
Due to our model’s high accuracy, users will be better protected from social network bullies than they
currently are. Other tools may increase accuracy. AlFarah ef al. [17] used online social network data to
identify Arabic cyberbullying. They created a dataset using information found on X and YouTube. They
manually annotated the information to ensure the annotation was of the desired quality. They oversampled
the minority class in order to address the imbalanced dataset problem. In order to compare the classifiers’
performances, they used five machine learning approaches. They presented the outcomes for each
performance parameter. SVM and logistic regression (LR) both achieved 88%, whereas NB had an area
under curve (AUC) score of 89%. To enhance the accuracy of methods for detecting Arabic-language
cyberbullying, more data should be collected, balanced, measured, and tested using deep learning models.

Several enhanced have created deep learning models based on observations from prior studies and
generated highly positive results and applied to identify Arabic-language cyberbullying. Most studies have
employed models created for other languages, especially English and little for Arabic. Al-Ajlan and Ykhlef [9]
argued that cyberbullying’s harassment and hate is a significant challenge. To bridge the knowledge gap in
this field, the researchers proposed a novel convolutional neural network (CNN) algorithm for cyberbullying
detection in order to eliminate the need for feature engineering and to produce prediction systems better than
traditional cyberbullying detection approaches. For the algorithm, they adapted the concept of word
embedding, where similar words have a similar embedding. They showed that bullying posts have similar
representations—a result that could help advance detection efforts. They found that the CNN-cyberbullying
algorithm, which achieved an accuracy level of 95%, outperformed conventional content-based
cyberbullying detection. Al-Ajlan and Ykhlef [18] proposed using deep learning to optimize cyberbullying
detection on X. Their novel approach addresses the above challenges. Unlike previous studies [9],
Al-Ajlan and Ykhlef’s approach represents a post as a set of word vectors rather than extracting features from
posts and feeding them into classifiers. Their approach achieved good results. They can apply different deep
mothed as bidirectional-long short-term memory (Bi-LSTM) may use to improve results. Ahmed et al. [19]
trained deep learning models on Arabic text. They examined five deep classifier models: CNN, long short-
term memory (LSTM), Bi-LSTM gated recurrent unit (GRU), and CNN-BiLSTM. They compiled a dataset
from the website of Al Jazeera, an Arabic news organization. They utilized the TF-IDF approach to represent
important terms and conducted experiments with varying layers. Of the five models, LSTM achieved the best
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outcome: a 92.75% success rate. The study produced some promising results, but it might have been better
had Ahmed et al. used additional embedding representation vectors.

A small number of studies have trained models using hybrid techniques that combine, for example,
deep and machine learning or other. Studies that use hybrid techniques stand out within a literature
comprised largely of studies that used only one method. Alotaibi et al. [6] proposed an automatic method to
detect aggressive behavior using a consolidated deep learning model with a transformer. Their technique uses
multichannel deep learning based on three models’ transformer blocks, a bidirectional gated recurrent unit
(BiGRU), and a CNN to classify X comments into two categories: offensive (bullying) and non-offensive
(non-bullying). Their novel cyberbullying detection technique achieved promising results, including an
accuracy of 88%. Alotaibi ef al.’s work could be improved by applying different deep methods with a variety
of embeddings. As with English, researchers have recently attempted to increase the accuracy of methods for
detecting Arabic-language cyberbullying by combining multiple approaches. There is still a need for
development and additional validation in the Arabic NLP task. Hani et al. [16] proposed a supervised hybrid
machine learning approach for detecting and preventing cyberbullying while using many classifiers to train
and recognize bullying actions. They found that neural networks had the highest performance and
demonstrated an F1-score of 91.9% and an accuracy of 92.8%. The SVM achieved 90.3%. The models also
showed that deep neural learning models outperformed the SVM in several experiments. The study’s findings
demonstrated that enforced to support the learner model by obtaining contextual data from various sources.
Hani et al. [16] also contrasted their suggested methodology with cutting-edge approaches to demonstrate
that, in most instances, their strategy greatly surpassed the latter’s outcomes. Bidirectional encoder from
representations (BERT) is a deep attention-based language model that can find patterns in lengthy and noisy
bodies of text. Rezvani and Beheshti [7] provided a contemporary machine learning technique that tunes a
variant of BERT and reported an accuracy of 86% for an English-language dataset. They found that a LSTM
model and BERT outperformed baseline methods on all metrics. Few studies have employed a hybrid
methodology of both machine and deep learning. The Arabic content used to prepare these hybrid methods
could be improved. Table 1 summarizes recent selected studies on detecting cyberbullying. We classified the
studies depending on whether they used machine learning, deep learning, or another approach.

Table 1. Comparison of studies

Study Approaches Class/methods Dataset Word representations  Language F1/Accuracy (%)
[6] Deep learning GRU, BiGRU, CNN, RF, X Word embedding English 88
and transformer transformer-block
[9] Deep learning CNN X Word embedding English 95
[16] Machine learning NN, SVM Formspring Word embedding English 92.8
and deep learning
[18] Deep learning CNN X GloVe English 96
[20] Deep learning LSTM, Bi-LSTM, GRU, CNN,  Aljazeera.net TF-IDF Arabic 92.75
CNN-BIiLSTM
[21] Deep learning Bi-LSTM, GRU, LSTM, RNN Facebook/X/ - English 82.18
Instagram
[22] Machine learning ~ NB, SVM Facebook, X - English, 93
Arabic
[23] Deep learning CNN, CNN-LSTM, BiLSTM- X Word embeddings Arabic 81
CNN
[24] Machine learning LR, LGBM, SGD, RF, X - English 92.8
AdaBoost (ADB), NB, SVM
[25] Machine learning ~ NB Arabic social - Arabic 96

media streams

The techniques of the studies summarized in Table 1, were gaps mostly designed to examine
English words at the text level and thus their results are better when applied to English-language texts than
when applied to texts in other languages as Arabic terms. This paper’s main purpose is to present ways to
enhance models for detecting Arabic-language cyberbullying on social media platforms, especially X. It also
investigates deep learning on different word embeddings and a novel hybrid deep transformer. It compares it
to studies on the baseline machine learning model and the transformers (BERT) model. This study makes
numerous contributions to the literature on deep learning and cyberbullying detection. It builds a novel
dataset of bullying and non-bullying Arabic-language posts from X. It proposes two models of deep learning.
The first model comprises LSTM and Bi-LSTM deep learning models of different experimental word
embeddings (i.e., TF-IDF and the modern pre-trained models Araword2vec, GloVe, FastText, and BERT).
The second model comprises hybrid deep transformers (LSTM+BERT and Bi-LSTM+BERT) used to
classify Arabic-language user comments depending on whether or not they contain cyberbullying. This study
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evaluates the proposed models’ performances on all experiments’ approaches using the most commonly used
metrics as accuracy, recall, and precision for classification.

The presentation in this paper is organized as follows. In section 2, the paper explains the
methodology we utilized to create the proposed models, collect data, clean, preprocess data, conduct
experiments, and classify the models. In section 3, it presents the results of the study, analyzes them, and then
compares them together. In section 4, it presents our conclusions and potential directions for future research.

2. METHOD

This study’s methodology involved a series of steps that began with a set of inputs and ended with the
expected model outputs. Data collection and annotation—the core of the project—was the study’s third phase. In
the fourth stage, we processed the data and classified it using several annotators. We then applied the suggested
exploration techniques and a series of algorithms to the classified data. Figure 1 shows our methodology.

Phase 1 Phase 2 Phase 3

Data collection

Data clean Data pre-processing

Remove tags# symbol Normalize Arabic words

Arabic post

Remove non Arabic words, Stop Arabic word remove ! Cleaned |
| Dataset |

symbols

nopionUY

&

'
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Remove duplicate comments, Stemming
words Training Testing
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Figure 1. Methodology for studying models for detecting Arabic-language cyberbullying

2.1. Data collection

Since accurately testing classification methods depends on data, we had to carefully select our data
source(s) and the size of our dataset. Among the obstacles that we faced were X’s limits on the amount of data
people are allowed to take through its API and the need to create a new account and pay for a new subscription
each time we collected data. We used ntscraper and panda to collect X posts that contained terms that could
indicate sarcasm or bullying (e.g., <il3i b 3 8 L and ¢). Some of our key terms are listed in Table 2.

We manually classified the posts. We labeled posts that contained bullying with ones and those that
did not with zeroes. Using Cohen’s kappa agreement in SPSS [26], we found a kappa of 0.98, indicating
good agreement between the annotators. The results of this analysis are shown in Figure 2. We saved the
dataset as a CSV file and then separated the bullying and non-bullying posts. The dataset contains two fields,
one for comments and the other for classification labels.

Table 2. Key terms from dataset
Arabic term  English translation

caliia Ataxy-spaz
“ade Nasty
o Stupid

Symmetric Measures

Asymptotic
Standard Error® Approximate
Value Approximate T Significance
Measure of Agreement Kappa .980 .002 137.572 <.001

N of Valid Cases 12377

Figure 2. Annotations’ kappa agreement value
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2.2. Data cleaning

This part shows the clean dataset methods. Cleaning and removing noise addresses X data's
cluttered nature. We removed non-Arabic characters and kept only Arabic letters. We stripped out and
replaced non-alphabetic characters and removed emojis, punctuation marks (e.g., #, //, !, $) and other
symbols [27]. We also removed Arabic numbers and repeated characters and post rows in dataset. So, for that
using some command (re.sub) in python code to remove and other marks.

2.3. Pre-processing
This section explains how we cleaned and pre-processed the dataset to normalize the posts’

linguistic form. Pre-processing is crucial for improving the classification models’ effectiveness. Table 3

contains examples of how we pre-processed and clean posts. We followed these steps:

— Normalize (text): in our dataset, we presented each Arabic character whose form can vary in a single
consistent form. For example, aleph can be written in such forms as ' — ) — |, and we normalized it to the
form ! based on the recommended norm [28]. We also removed diacritics (tashdid, fatha, tanwin fath,
damma, tanwin damm, kasra, tanwin kasr, sukun, and tatwil/kashida) [27].

— Remove Arabic stop words (text): we tokenized and removed stop words from Arabic text. Stop words
are words that do not change how a sentence is understood. There are many stop words in Arabic,
including & «cpdl) A ¢l ¢ Je. These words’ presence in sentences expands the dataset’s lexicon and
makes classification more difficult [27].

— Stem (text): we used the Snowball Stemmer porter2 stemming algorithm to stem the Arabic words in our
dataset. We tokenized the input text, stemmed each word, and reconstructed the text [29].

Table 3. Pre-processing and clean examples
Original Arabic posts  After pre-processing
sl Jen Dpal daen

4SS b jidhaa JSE i jie

After preprocessing and clean the dataset, it contained 10,662 Arabic-language comments: 5,736
(53.80%) bullying and 4,926 (46.20%) non-bullying. The longest post contained 1,992 words, and the
shortest contained six words. We determined which terms appeared most often in the bullying and non-
bullying posts. We illustrated the frequencies with which the most common words occurred by constructing
word clouds with Python as shown in Figures 3 and 4.

Word Cloud for Label 1 Word Cloud for Label 0

Figure 3. Most frequently used bullying words Figure 4. Most frequently used non-bullying words

2.4. Features extraction
We used TF-IDF, Arabic word2vec files, GloVe, and FastText techniques to convert words and
phrases into low-dimensional feature vectors that automated analytical tools can use [30]. Applying neural
networks, probabilistic models [31], and methods based on dimensional reduction to a word co-frequency
matrix are examples of word embedding techniques. This method efficiently converts text into a numerical
form that machine learning algorithms can handle and examine with ease. We used TF-IDF in the machine
learning experiment and employed TF-IDF, Arabic word2vec file, GloVe, and FastText in the experiment to
facilitate the use of deep learning models.
— Apply TF-IDF: we employed the TF-IDF vectorizer to transform the raw text data into numerical feature
vectors. We used the scikit-learn TF-IDF weighting technique. TF-IDF is a static measurement that can
be acquired as in (1) and (2) [27].

TF-IDF(t,d)=TF (t,d) X IDF(t, d) (1)
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_log(n)
IDF (1) ) +1 2)

To reduce computational complexity, we limited the vocabulary size to 100 features. We converted the
TF-IDF vectors to sparse NumPy arrays for further processing and constructed bigrams from the posts.

— Apply Araword2Vec: we used pre-trained Arabic word2vec embeddings to convert the text data into
dense vector representations. We loaded the word2vec model from a pre-trained file (tweets_cbow_300).
The type applies continues BoW. To manage memory usage, we truncated the sequences to a maximum
length embedding diminution of 100. We tokenized the text data in batches and converted each word into
its corresponding word2vec embedding.

— Apply GloVe: we loaded pre-trained GloVe word embeddings from a file (/content/vectors.txt) and stored
them in a dictionary (embeddings_index). We created an embedding matrix based on the dataset’s lexicon
and the loaded GloVe embeddings.

— Apply FastText: we used pre-trained FastText to generate word embeddings for Arabic words. We
downloaded and loaded the FastText model (cc.ar.300.bin). They utilized this model to convert the words
in the posts into word embeddings. The preprocess_data function tokenized and padded the input
comments using the FastText model and max_length comments 90 to manage memory usage.

2.5. Model implementation

This section explains the models we tested in our experiments. The Arabic language has a
complicated syntactic and morphological structure that makes it both challenging and semantically rich [32].
Supervised machine learning is widely used for classification. A model or learner is first trained with labeled
data. The model is then tested by being made to classify sample data [33]. Deep learning algorithms have
successfully used datasets that are large, dimensional, and well-organized. In this study, two deep learning
models (LSTM and Bi-LSTM) with embedding and hybrid deep transformer learning classifiers in a deep
neural network classified data using the varity BERT Arabic-based pre-trained model from the hugging face
library. We compared these models’ performances with those of baseline machine methods. The bassline
models of machine learning proposed using the best-performing models we found in the relevant literature
(RF, KNN, linear SVM, LR, and DT implemented in the Python working environment). By extracting
features from the Arabic-language posts with TfidfVectorize() method and constructing bigrams. Also, we
compare proposed models with the baseline transformer model. The following sections provide an overview
of the models.

2.5.1. Long short-term memory

Special kinds of recurrent neural networks (RNN) and time-RNN can process and forecast time
series while avoiding issues with long-term reliance. We replaced the LSTM’s buried layer neurons with a
distinct set of memory cells. RNN, and its memory cell status, is crucial. The LSTM model filters
information. Its door structure consists of output, input, and forgotten gates [34]. Figure 5 explains the gate
structure used to update and preserve memory cell states.

2.5.2. Bidirectional long short-term memory

The LSTM model’s memory cells are limited to using information from the past and cannot use
information from the present. Bi-LSTM provides a solution to this issue. Bi-LSTM can be thought of as two
separate LSTM structures with two inputs and two hidden levels. Both of the distinct inputs employ the same
sequence, but one runs forward while the other runs backward. The hidden layers connect the two inputs, and
each stage’s output is merged [34] as shown in Figure 6.

output "“('l""
y Sigmoid
Sigmoid I
t ' ' - Backward LSTM
LST™ i ” - . AT Bidirectional LSTM
4y Forward LSTM
| S B |
— .'.I. I.

Figure 5. LSTM model Figure 6. Bi-LSTM model
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2.5.3. Transformer (BERT)

BERT uses transformers architectures, an attention mechanism that recognizes contextual
relationships between words (or sub-words) in a text it. BERT’s multilayer bidirectional transformer encoder
architecture resembles the transformer concept. BERT BASE comprises twelve levels. The encoder stack
initially receives the CLS token as input before receiving a string of words as input. CLS is the categorization
token. The input is then passed to the layers above. Every layer employs self-attention, transfers the outcome
via a feedforward network, and then transfers control to the subsequent encoder. The model outputs a
hidden-size vector (768 for BERT BASE) [35]. There are new models for Arabic dialects and posts, including
aubmindlab/bert-base-Arabertv02 and aubmindlab/bert-base-large-Arabertv02. There are also other pre-
trained language models, such as CAMeL for dialectal Arabic (DA), and a model pre-trained on a combination
of classical Arabic, modern standard Arabic, and dialectal Arabic (Mix). These two models are known as
CAMeL-Lab/bert-base-arabic-camelbert-da and Arabic camelbert -mix, respectively. Figures 7 and 8 show the
structures of the BERT model and the hybrid deep transformer (BiLSTM-BERT) model.

output ou('put

I?

Backward LSTM
. ~p Forward LSTM
e B |

BERT
* * * *
@@Ww @ Y ] X )

Figure 7. BERT model Figure 8. Hybrid deep transformer (BiLSTM-BERT) model

| )
. . . Bidirectional LSTM
Tttt

2.6. Performance evaluation

We measured the accuracy of our models and verified their effectiveness by training them on X
posts and then having them filter and organize test data. We used accuracy, recall, confusion matrix, and the
Fl-measure to assess each classifier’s output. The results of this study can easily be summarized using a
confusion matrix [27], where true and false represent related and unrelated, TP and TN represent true positive
and true negative, and FP and FN represent false positive and false negative. In (3), (4), and (5) are used to
calculate accuracy, precision, and recall [27].

TP+TN

Accuracy = oo 3)
Precision = —= (4)
TP + FP
Recall = —= (5)
TP+ FN

The F1-score [31] is calculated as the (weighted) harmonic average of precision and recall (6).

RecallxPrecision
F1 —score = 2 X ——MMM

(6)

Precision+Recall

3.  RESULTS AND DISCUSSION

This section presents the experiments’ settings and the experimental results of machine learning,
deep learning models (deep embeddings and hybrid deep transformers), and transformer outcomes. All of the
experiments were evaluated using accuracy, precision, and recall.

3.1. Experiment settings

This part explains our experimental setup. We used Google Colab Pro, Python 3.8, and a GPU with
50 GB of RAM. Most NLP tasks require various libraries, such as scikit-learn. Most transformer-based
learning approaches have employed different BERT-based Arabic pre-trained models and hugging face’s
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transformer library. In order to remove bias, we divided the dataset, allocating 80% for training the models
and 20% for testing them. In all of the experiments, we constructed the models using Keras sequential model
and compiled using the binary cross-entropy loss function and the Adam optimizer. We employed some
layers containing the rectified linear unit (ReLU) activation function in certain models Bi-LSTM and LSTM.
We monitored the training process and evaluated the models’ performance in terms of accuracy. The
following sections detail the structure of our experiments.

3.2. Experiments results

The result of the experiment of most common machine learning classifiers, deep learning models,
transformers and proposed models have been compared in order to evaluate the performance of the proposed
models. Table 4 contain the detailed results from all four experiments. We compared the models’
performances.

Table 4. Comparison between the accuracy of the machine learning models, transformer, and the proposed models

Models Recall (%)  Precision (%)  Fl-score (%)  Accuracy (%)
Baseline machine learning
SVM 86.5 87.6 88.0 87
LR 82.5 85.4 82.0 83
RF 75.9 80.9 74.6 76
KNN 85.7 86.2 85.5 86
DT 82.4 85.5 82.1 82
P1: Deeptword embeddings
LSTM-TFIDF 98.0 57.4 72.4 60
BLSTM-TFIDF 97.3 57.0 71.9 59
LSTM-GloVe 82.6 83.2 82.9 82
BLSTM- GloVe 75.0 87.8 80.9 81
LSTM-ArWor2Vec 69.6 97.4 81.2 83
BLSTM-ArWor2Vec 95.4 98.4 96.9 97
LSTM-Fasttext 84.5 88.7 86.6 86
Bi-LSTM- Fasttext 96.5 99.7 98.1 98
Transformer (BERT)
BERT CAMeL-da 96.6 97.2 96.9 97
BERT CAMeL -mix 95.6 96.5 96.0 96
BERT Arabertv02 95.4 95.0 95.2 95
BERT-alarge-Arabertv02 89.2 95.1 92.1 92
P2: Hybrid deep transformer
LSTM-BERT CAMeL-da 96.3 97.2 96.8 97
Bi-LSTM-BERT CAMeL-da 96.8 97.1 97.0 97
LSTM-BERT Arabertv02 95.6 95.2 95.4 95
Bi-LSTM-BERTArabertv02 95.2 96.4 95.8 96

3.3. Results discussion and analysis

The results of the baseline machine learning models are shown in Table 4. TfidfVectorize()
constructed bigrams from the posts for the models with certain settings to produce these results. The linear
support vector classification (SVC) model performed the best. The KNN, LR, and DT models had 86%, 83%,
and 82% accuracy, respectively. RF had the lowest accuracy rate (76%). The best result was obtained for the
linear SVC model. These results were not superior to those of the other experiments. The results in Table 4
show that the deep learning models combined with embedding representations of the training words in
Arabic posts had excellent performance. The LSTM and BI-LSTM models that used TF-IDF did not produce
outstanding results. Combining the Arabic embedding Araword2Vec with Bi-LSTM achieved an excellent
accuracy rate of 97%, and combining it with LSTM achieved a good result of 83%. LSTM combined with
GloVe achieved 82% accuracy, and the combined Bi-LSTM-GloVe model attained 81%, which was not as
good as the same model with the Araword2Vec embedding.

We combined the models with the modern embedding FastText, which differs from Araword2Vec in
that it splits words into small words or n-grams. The Bi-LSTM model with FastText achieved a notably high
accuracy of 98% comparing with previous study as [20], [23]. The LSTM model with FastText achieved an
accuracy rate of 86%. The Bi-LSTM model outperformed of the LSTM model with both the Araword2Vec
and FastText embeddings. The findings on the Bi-LTSM model with FastText are detailed in the
classification report shown in Figure 9 and the confusion matrix shown in Figure 10.

In an effort to maximize the rate of model progress, we employed a transformer model pre-trained on
Arabic-language X posts (Arabbertv02) and another pre-trained on a variety of dialects (CAMeL-da) in trials
conducted with BERT transformer models. The model with CAMeL-da produced the best results in this
experiment: 97% accuracy (comparable to the Bi-LSTM-Arwod2vec model’s accuracy). In the final
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experiment, we merged the models that had achieved high accuracy in the earlier experiments with LSTM and

with Bi-LSTM. The experiments demonstrated that the models with Bi-LSTM may perform better than others,

particularly when Bi-LSTM is combined with pre-trained embeddings (i.e., transformers). Bi-LSTM-BERT

produced excellent results: 97% accuracy. The LSTM and Bi-LSTM models with CAMeL-da achieved 97%

inclusion and an Fl-score of 96.8%. Transfer learning enhanced the LSTM model’s performance such that it

became comparable to that of the Bi-LSTM model with a deep learning model and embeddings. We determined
the AUC scores of the best-performing models as shown in Figures 11 and 12. The findings demonstrated that:

— Bi-LSTM-FastText had the highest accuracy and Fl1-score, followed by Bi-LSTM-BERT, Bi-LSTM-
Arword2vec, BERT CAMelL-da, and LSTM-BERT.

— Combining the transformer BERT model with CAMeL-da or ArabbertOv2 improved the LSTM model’s
outcomes and marginally improved Bi-LSTM’s performance to 97% and accelerated its training (we
stopped the hybrid Bi-LSTM-BERT CAMeL-da model’s training early at 12 epoch).

— The study's demonstrated when hybrid deep learning transformers and FastText-embedding deep models
can be applied they outperform on baseline machine learning models.

The drew learning curves of Bi-LSTM-FastText in Figure 13 and the hybrid transformer model in Figure 14.

Classification Report:
precision recall fl-score support

] 0.96 1.00 0.98 288
i 1.00 .97 0.98 1153

accuracy 0.98 PAKE]
macro avg .98 2133
weighted avg 0.98 PAEE]

Figure 9. FastText-Bi-LSTM’s classify report

Confusion Matrix

Actual
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Figure 10. FastText-Bi-LSTM’s

Receiver Operating Characteristic (ROC) Curve Receiver Operating Characteristic (ROC) Curve
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Figure 11. Bi-LSTM-FastText’s AUC Figure 12. Hybrid transformer LSTM/Bi-LSTM-

CAMelL-da’s AUC
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Figure 14. Hybrid transformer Bi-LSTM-CAMeL-da’s learning curve

4. CONCLUSION

This study focuses on the detection of cyberbullying on social media, particularly on the Arabic
language. By proposing two deep learning models, the first model is a Bi-LSTM-FastText model that can
recognize Arabic-language bullying posts with 98% accuracy. We compared the experimental results with
different baseline models to determine their accuracy rates. The second model is a combination of Bi-LSTM-
BERT and LSTM-BERT models, both achieved satisfactory outcomes which is 97% accuracy when the
objective was to boost the improvement. The experimental results demonstrated that the hybrid pre-trained
embedding models BERT with deep learning models (LSTM, Bi-LSTM) outperformed the baseline models. In
addition, the novel dataset is introduced which consists of a collection which was limited because it only applied
generally to Arabic in general rather than to a specific dialect. Future research could use datasets whose size and
platform of origin are different from ours to assess the models’ performance on other Arabic NLP tasks, such as
WhatsApp or other social media networks. Furthermore, researchers could experiment with combining various
deep learning models like BiGRU with different Arabic BERT approaches to transformer techniques and assess
their performance with our dataset and then integrate those combinations with transformer models. The
proposed models could be deployed as tools on social media to detect Arabic bullying.

FUNDING INFORMATION
No funding was involved.

AUTHOR CONTRIBUTIONS STATEMENT
This journal uses the Contributor Roles Taxonomy (CRediT) to recognize individual author
contributions, reduce authorship disputes, and facilitate collaboration.

Enhanced Arabic-language cyberbullying detection: deep embedding and ... (Ebtesam Jaber Aljohani)



2268 0O ISSN: 2252-8938
Name of Author C M So Va Fo 1 R D O E Vi Su P Fu
Ebtesam Jaber Aljohani v v v v v Y v v v v v
Wael M. S. Yafooz v v v v v v v v v
C : Conceptualization I : Investigation Vi : Visualization
M : Methodology R : Resources Su : Supervision
So : Software D : Data Curation P : Project administration
Va : Validation O : Writing - Original Draft Fu : Funding acquisition
Fo : Formal analysis E : Writing - Review & Editing

CONFLICT OF INTEREST STATEMENT

Authors state no conflict of interest.

DATA AVAILABILITY

The data that support the findings of this study are available on request from the corresponding

author, [EB]. The data, which contain information that could compromise the privacy of research
participants, are not publicly available due to certain restrictions.

REFERENCES

(1]

(2]
B3]

(4]
[3]
(6]
(7]
(8]

[9]
[10]
[11]

[12]

[13]

[14]

[15]

[16]

[17]
(18]

[19]

[20]

E. J. ALjohani, W. M. S. Yafooz, and A. Alsaeedi, “Cyberbullying detection approaches: a review,” in 2023 5th International
Conference  on  Inventive  Research in  Computing  Applications  (ICIRCA), 2023, pp. 1310-1316,
doi: 10.1109/ICIRCA57980.2023.10220688.

T. K. H. Chan, C. M. K. Cheung, and Z. W. Y. Lee, “Cyberbullying on social networking sites: a literature review and future
research directions,” Information and Management, vol. 58, no. 2, 2021, doi: 10.1016/j.im.2020.103411.

C. Evangelio, P. Rodriguez-Gonzalez, J. Fernandez-Rio, and S. Gonzalez-Villora, “Cyberbullying in elementary and middle
school students: a systematic review,” Computers & Education, vol. 176, p. 104356, 2022, doi:
10.1016/j.compedu.2021.104356.

S. I. Algahtani, W. M. S. Yafooz, A. Alsaeedi, L. Syed, and R. Alluhaibi, “Children’s safety on Youtube: a systematic review,”
Applied Sciences, vol. 13, no. 6, 2023, doi: 10.3390/app13064044.

M. Mladenovic, V. OSmjanski, and S. V. Stankovic, “Cyber-aggression, cyberbullying, and cyber-grooming,” ACM Computing
Surveys, vol. 54, no. 1, 2021, doi: 10.1145/3424246.

M. Alotaibi, B. Alotaibi, and A. Razaque, “A multichannel deep learning framework for cyberbullying detection on social
media,” Electronics, vol. 10, no. 21, 2021, doi: 10.3390/electronics10212664.

N. Rezvani and A. Beheshti, “Towards attention-based context-boosted cyberbullying detection in social media,” Journal of
Data Intelligence, vol. 2, no. 4, pp. 418-433,2021.

M. M. Islam, M. A. Uddin, L. Islam, A. Akter, S. Sharmin, and U. K. Acharjee, “Cyberbullying detection on social networks
using machine learning approaches,” in 2020 IEEE Asia-Pacific Conference on Computer Science and Data Engineering
(CSDE), 2020, pp. 1-6, doi: 10.1109/CSDE50874.2020.9411601.

M. A. Al-Ajlan and M. Ykhlef, “Deep learning algorithm for cyberbullying detection,” International Journal of Advanced
Computer Science and Applications, vol. 9, no. 9, pp. 199-205, 2018, doi: 10.14569/ijacsa.2018.090927.

W. M. S. Yafooz, A. Al-Dhaqm, and A. Alsaeedi, “Detecting kids cyberbullying using transfer learning approach: transformer
fine-tuning models,” in Kids Cybersecurity Using Computational Intelligence Techniques, Cham: Springer, 2023, pp. 255-267.
S. Afrifa and V. Varadarajan, “Cyberbullying detection on Twitter using natural language processing and machine learning
techniques,” International Journal of Innovative Technology and Interdisciplinary Sciences, vol. 5, no. 4, pp. 10691080, 2022,
doi: 10.15157/1JITIS.2022.5.4.1069-1080.

A. Ali and A. M. Syed, “Cyberbullying detection using machine learning,” Pakistan Journal of Engineering and Technology,
vol. 3, no. 2, pp. 45-50, 2022, doi: 10.51846/vol3iss2pp45-50.

C. Raj, A. Agarwal, G. Bharathy, B. Narayan, and M. Prasad, “Cyberbullying detection: hybrid models based on machine
learning and natural language processing techniques,” Electronics, vol. 10, no. 22,2021, doi: 10.3390/electronics10222810.

T. Kanan, A. Aldaaja, and B. Hawashin, “Cyber-bullying and cyber-harassment detection using supervised machine learning
techniques in Arabic social media contents,” Journal of Internet Technology, vol. 21, no. 5, pp. 1409-1421, 2020,
doi: 10.3966/160792642020092105016.

A. M. Alduailaj and A. Belghith, “Detecting Arabic cyberbullying tweets using machine learning,” Machine Learning and
Knowledge Extraction, vol. 5, no. 1, pp. 29-42, 2023, doi: 10.3390/make5010003.

J. Hani, M. Nashaat, M. Ahmed, Z. Emad, E. Amer, and A. Mohammed, “Social media cyberbullying detection using machine
learning,” International Journal of Advanced Computer Science and Applications, vol. 10, no. 5, pp. 703-707, 2019,
doi: 10.14569/ijacsa.2019.0100587.

M. E. AlFarah, I. Kamel, Z. Al Aghbari, and D. Mouheb, “Arabic cyberbullying detection from imbalanced dataset using machine
learning,” Communications in Computer and Information Science, pp. 397-409, 2022, doi: 10.1007/978-3-031-05767-0_31.

M. A. Al-Ajlan and M. Ykhlef, “Optimized Twitter cyberbullying detection based on deep learning,” in 2018 21st Saudi
Computer Society National Computer Conference (NCC), 2018, pp. 1-5, doi: 10.1109/NCG.2018.8593146.

M. S. Ahmed, S. M. Maher, and M. E. Khudhur, “Arabic cyberbullying detecting using ensemble deep learning technique,”
Indonesian Journal of Electrical Engineering and Computer Science, vol. 32, no. 2, pp. 1031-1041, 2023,
doi: 10.11591/ijeecs.v32.i2.pp1031-1041.

S. Neelakandan et al, “Deep learning approaches for cyberbullying detection and classification on social media,”
Computational Intelligence and Neuroscience, vol. 2022, pp. 1-13, 2022, doi: 10.1155/2022/2163458.

Int J Artif Intell, Vol. 14, No. 3, June 2025: 2258-2269



Int J Artif Intell ISSN: 2252-8938 a 2269

[21]  C. Iwendi, G. Srivastava, S. Khan, and P. K. R. Maddikunta, “Cyberbullying detection solutions based on deep learning
architectures,” Multimedia Systems, vol. 29, no. 3, pp. 1839-1852, 2023, doi: 10.1007/s00530-020-00701-5.

[22]  B. Haidar, M. Chamoun, and A. Serhrouchni, “Multilingual cyberbullying detection system: detecting cyberbullying in Arabic
content,” in 2017 1st Cyber Security in Networking Conference (CSNet), 2017, pp. 1-8, doi: 10.1109/CSNET.2017.8242005.

[23]  R. Duwairi, A. Hayajneh, and M. Quwaider, “A deep learning framework for automatic detection of hate speech embedded in Arabic
tweets,” Arabian Journal for Science and Engineering, vol. 46, no. 4, pp. 4001-4014, 2021, doi: 10.1007/s13369-021-05383-3.

[24]  A. Muneer and S. M. Fati, “A comparative analysis of machine learning techniques for cyberbullying detection on Twitter,”
Future Internet, vol. 12, no. 11, pp. 1-21, 2020, doi: 10.3390/£112110187.

[25]  D. Mouheb, R. Albarghash, M. F. Mowakeh, Z. Al Aghbari, and I. Kamel, “Detection of Arabic cyberbullying on social
networks using machine leaming,” in 2019 IEEE/ACS 16th International Conference on Computer Systems and Applications
(AICCSA), 2019, pp. 1-5, doi: 10.1109/AICCSA47632.2019.9035276.

[26]  C. Graéff, T. Lampert, J. P. Mazellier, N. Padoy, L. El Amiri, and P. Liverneaux, “The preliminary stage in developing an
artificial intelligence algorithm: a study of the inter-and intra-individual variability of phase annotations in internal fixation of
distal radius fracture videos,” Artificial Intelligence Surgery, vol. 3, no. 3, pp. 147-159, 2023, doi: 10.20517/ais.2023.12.

[27] K. T. Mursi, A. Y. Almalki, M. M. Alshangiti, F. S. Alsubaei, and A. A. Alghamdi, “ArCyb: a robust machine-learning model
for Arabic cyberbullying tweets in Saudi Arabia,” International Journal of Advanced Computer Science and Applications,
vol. 14, no. 9, pp. 1059-1067, 2023, doi: 10.14569/1JACSA.2023.01409110.

[28] M. O. Hegazi, Y. Al-Dossari, A. Al-Yahy, A. Al-Sumari, and A. Hilal, “Preprocessing Arabic text on social media,” Heliyon,
vol. 7, no. 2, 2021, doi: 10.1016/j.heliyon.2021.e06191.

[29]  A. Kulkarni and S. Mhaske, “Tweet sentiment analysis and study and comparison of various approaches and classification
algorithms used,” International Research Journal of Engineering and Technology, vol. 7, no. 4, pp. 2619-2624, 2020.

[30] R. Corizzo, E. Zdravevski, M. Russell, A. Vagliano, and N. Japkowicz, “Feature extraction based on word embedding models
for intrusion detection in network traffic,” Journal of Surveillance, Security and Safety, vol. 1, pp. 140-150, 2020,
doi: 10.20517/jss5.2020.15.

[31] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Distributed representations of words and phrases and their compositionality,”
Neural information processing systems, vol. 1, pp. 1-9, 2006.

[32]  N. Al-Twairesh, H. Al-Khalifa, A. Alsalman, and Y. Al-Ohali, “Sentiment analysis of Arabic tweets: feature engineering and a
hybrid approach,” arXiv-Computer Science, pp. 1-11, 2018.

[33] B. Samal, A. K. Behera, and M. Panda, “Performance analysis of supervised machine learning techniques for sentiment
analysis,” in 2017 Third International Conference on Sensing, Signal Processing and Security (ICSSS), 2017, pp. 128133,
doi: 10.1109/SSPS.2017.8071579.

[34] F. Qiao, B. Li, Y. Zhang, H. Guo, W. Li, and S. Zhou, “A fast and accurate recognition of ECG signals based on ELM-LRF and
BLSTM algorithm,” IEEE Access, vol. 8, pp. 71189-71198, 2020, doi: 10.1109/ACCESS.2020.2987930.

[35] A. Rahali and M. A. Akhloufi, “End-to-end transformer-based models in textual-based NLP,” A, vol. 4, no. 1, pp. 54-110,
2023, doi: 10.3390/ai4010004.

BIOGRAPHIES OF AUTHORS

Ebtesam Jaber Aljohani £:J B4 © is a lecturer in the Department of Computer Science,
Taibah University, Saudi Arabia. She received a master's and B.Sc. degree in computer
science. She is interested in data science, text mining, social network analytics, IoT, and
artificial applications. She can be contacted at email: eetowi@taibahu.edu.sa.

Wael M. S. Yafooz & B4 B4 € is Professor in the Department of Computer Science, Taibah
University, Saudi Arabia. He received his bachelor degree in the area of computer science
from Egypt in 2002 while a master of science in computer science from the University of
MARA Technology (UiTM), Malaysia 2010 as well as a Ph.D. in computer science in 2014
from UiTM. He was awarded many Golds and Silver Medals for his contribution to a local
and international expo of innovation and invention in the area of computer science. Besides,
he was awarded the Excellent Research Award from UiTM. He served as a member of various
committees in many international conferences. Additionally, he chaired IEEE international
conferences in Malaysia and China. Besides, he is a volunteer reviewer with different peer-
review journals. Moreover, he supervised number of students at the master and Ph.D. levels.
Furthermore, he delivered and conducted many workshops in the research area and practical
courses in data management, visualization and curriculum design in area of computer science.
He was invited as a speaker in many international conferences held in Bangladesh, Thailand,
India, China, and Russia. His research interest includes, data mining, machine learning, deep
learning, natural language processing, social network analytics, and data management. He can
be contacted at email: waelmohammed@hotmail.com or wyafooz@taibahu.edu.sa.

Enhanced Arabic-language cyberbullying detection: deep embedding and ... (Ebtesam Jaber Aljohani)


https://orcid.org/0009-0009-1203-4068
https://orcid.org/0000-0002-2842-9736
https://scholar.google.com/citations?user=0pdPd7gAAAAJ&hl=en

