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 The lung nodule must be detected early because the patient's outcome can be 

enhanced following the lung cancer diagnosis. The candidate research 

proposed a novel computer-aided detection system based on multi-resolution 

technique (MRT) and local Gaussian distribution (LGD) methods to 

accurately identify and label the lung nodules in a computed tomography 

(CT) screening image. The research aimed to find all the potential nodule 

constructs, which combined wavelet and multiscale morphological analysis 

and then used the LGD method to calculate the Gaussian function 

parameters for each image block. Subsequently, we calculated the 

probability that each pixel belongs to a particular institute, which shall be 

used to achieve lung nodule segmentation reliably. After the segmentation, 

the research employed a convolutional neural network (CNN) variant to 

improve the detection performance further. The proposed method attained an 

accuracy of 0.9958, a sensitivity of 0.7899, a specificity of 0.9994 and an 

F1-score of 0.8651. The comparison with other methods shows that the 

proposed method had better detection accuracy than the different methods in 

terms of lung nodule detection. 
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1. INTRODUCTION  

In the global context, lung cancer remains the primary killer, which accounts for a considerable 

portion of the studies reporting cancer at an advanced stage with a poor survival rate [1]. Lung nodule 

identification at an early stage plays a vital role of signaling enhanced patient prognosis and appropriate 

treatment [2]. The nodule detection and segmentation requires computed tomography (CT) screening which 

has now become an essential tool for diagnosing lung cancer [3]. However, multiple factors limit the use of 

CT scans in diagnosis, and these include complexity and the number of images generated during the process, 

making classification of nodules by radiologists a difficult task [4]. Thus, it requires an automated computer-

aided detection (CAD) system to improve the diagnostic accuracy and possible intervention plans [5].  

Other challenges involved in the classification of nodules are; morphological variations seen in CT 

images, image noise or even overlapping structures of the lungs [6], [7]. Based on these challenges, CAD 

systems have become indispensable tools to support radiologists in decision making and analysis [8]. 

Therefore, there is an urgent need to develop a reliable segmentation method where the nodules in the lung 

region can be accurately localized and segmented to help in their classification or identification [9]. 

https://creativecommons.org/licenses/by-sa/4.0/
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In response to this need, the goal of this research is to establish a CAD system for lung nodule 

detection in CT screening images using the multi-resolution technique (MRT) and the local Gaussian 

distribution (LGD) method. The multiscale morphological analysis (MMA) will first detect possible nodule 

structure from the images, besides the application of the LGD method to estimate the parameter of Gaussian 

distribution to further localize and segment lung nodules. This approach would benefit radiologists in their 

effort to rapidly and accurately identify lung cancer by increasing nodule identification. The originality of 

this work consists of combining LGD with other types of MRT, such as wavelet multi-scale morphological 

analysis (WMMA), for the improvement of Seg in nodules presented in CT images. In addition, the finer 

segmentation of features with the help of convolutional neural network (CNN) in the later stages does help 

overcome the issues regarding identification of lung nodule and thus offers better help to the radiologists in 

patient management systems.  

The paper is structured as follows: section 2 reviews works related to the approach discussed. 

Section 3 presents the proposed method. Section 4 reviews the whole work. Lastly, section 5 gives the 

conclusion and future work. 

 

 

2. RELATED WORK 

The following are the works that discuss the approaches and techniques of detecting and classifying 

lung nodules, for instance, deep learning, handcrafted features, multiscale, or 3D CNN. A hybrid machine 

learning method to predict the early prognosis of lung nodules using clinical images is presented in [10]. This 

procedure has three primary steps. First, an improved snake swarm optimization algorithm involving a bat 

model is implemented to segment the lung nodules accurately. The second step is selecting the best features 

to minimize dimensionality issues. A hybrid learning-based deep neural network is generated to predict and 

classify nodules. 

The stages of detecting lung tumour regions are analyzed in [11]. For example, preprocessing, 

segmentation, and classification models are identified. The adaptive median filter is selected to determine the 

noise during preprocessing. The work elaborates on the simple n effective model based on the U-Net 

structure to separate and detect lung nodules faster. A commercially available computer-aided detection 

system is tested in [12]. This system utilizes deep learning algorithms trained to identify, classify, quantify, 

and track the growth of actionable pulmonary nodules on chest CTs. The retrospective cohort of the data of 

the routine clinical population is studied. 

The use of deep learning in the CAD systems of lung nodule segmentation as a part of lung cancer 

CTs is debated in [13]. This work aims to create a reliable and accurate method to segment lung nodule 

regions in 3D. We devise a novel nested 3D fully connected CNN with residual unit structures and a new loss 

function to improve the segmentation accuracy. The algorithm for identifying nodules by comparing the 

multiple images is described in [14]. Generally, this technique provides more data for radiologists to facilitate 

early cancer detection. During the performance assessment process, such qualities as accuracy, precision and 

specificity are evaluated. The last CNN algorithm has decent precision, accuracy, and high specificity, which 

means it can minimize false positives due to intensive and frequent training. However, some obstacles 

remain, such as the size and character of the datasets, various nodule sizes and shapes, and the robustness of 

the CT scanner and acquisition protocol. Most recent research aims to improve the precision, efficacy and 

automation of the nodule detection, analysis and diagnosis process with the earlier stages of lung cancer. 

 

 

3. METHOD 

In this section, the proposed method combines MRT [15], [16] and the LGD [17], [18] method to 

detect the nodules present in the lung CT images. It involves the following steps to enable smooth 

segmentation and detection as illustrated in Figure 1. 

 

3.1.  Data preprocessing 

Preprocessing CT images is a critical first step that ensures optimal image quality for nodule 

detection. Specialized filtering techniques are applied to the raw CT data to reduce unwanted noise that could 

interfere with analysis. Image contrast is then carefully enhanced to better distinguish potential nodules from 

surrounding tissue while smoothing operations help eliminate artifacts and create more uniform regions for 

processing.  

 

3.1.1. Noise reduction 

Noise reduction technique is used to reduce the noise present in the CT images since it hinders the 

segmentation and detection of lung nodules. The research applies the conventional Gaussian smoothing [19], 
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[20] method, and this is defined as a weighted average of the pixels present in the CT image. The Gaussian 

smoothing is defined as in (1). 

 

𝐼𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑(𝑥, 𝑦) =
1

16
∑ ∑ (𝐼(𝑥 + 𝑖, 𝑦 + 𝑗) ∗ 𝐺(𝑖, 𝑗))1

𝑗=−1
1
𝑖=−1  (1) 

 
Where Ismoothed(x,y) is smoothed pixel value at (x, y)th position, I(x+i,y+j) is pixel value at (x+i, y+j)th 

position in the original image, and G(i,j) is Gaussian kernel weights at (i, j)th position. The research uses a 

3×3 matrix as the Gaussian kernel that consists of a predetermined weights and this follows Gaussian 

distribution.  

 

 

 
 

Figure 1. The flowchart of the proposed method 

 

 

3.1.2. Contrast enhancement 

This technique improves the contrast nature by reducing the difference between the contrast nature 

of various pixel regions in a CT image, which enables optimal identification of lung nodules. The research 

uses histogram equalization [21] to improve the contrast nature of a CT image and it is defined as in (2).  

 

𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑(𝑥, 𝑦) = [
(𝐿−1)

(𝑀∗𝑁)
] ∗ 𝐶(𝐼(𝑥, 𝑦)) (2) 

 
Where Ienhanced(x, y) is enhanced pixel value at (x, y)th position, L is maximum intensity level (255 for  

8-bit images), M and N is image dimension, and C(I(x, y) - cumulative histogram of a pixel till at (x, y)th 

position present in an original image. 
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Smoothing: smoothing techniques aim to reduce image noise and enhance the overall image quality. 

One commonly used smoothing technique is the mean filter, which replaces each pixel value with the 

average value of its neighboring pixels. The mean filtering is given in (3). 

 

𝐼𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑑(𝑥, 𝑦) =
1

(2𝑘+1)2
∑ ∑ (𝐼(𝑥 + 𝑖, 𝑦 + 𝑗))𝑘

𝑗=−𝑘
𝑘
𝑖=−𝑘  (3) 

 

Where Ismoothed(x, y) is smoothed pixel value at (x, y)th position, (2k+1) is smoothing kernel size (5×5). 

 

3.2.  Moving range analysis 

During the lung nodule detection process, moving range (MR) analysis [22] improves the accuracy 

of the segmentation and detection. The subtle intensity variations and complex structures present in the CT 

images make the segmentation and detection of lung nodes challenging. The image decomposition into 

different levels uses the MR analysis, which provides a comprehensive image representation by capturing 

local and global details.  

 

3.2.1. Wavelet analysis 

Wavelet analysis [23] decomposes the CT-screened image into various frequency bands, which 

enables the identification of nodule structures present at different resolutions. The research uses discrete 

wavelet transform (DWT) as the vital technique to decompose the CT image into low-frequency 

approximation and high-frequency details. Thus, the DWT coefficients are expressed in (4) to (7).  

Approximation coefficients for a scale j are expressed in (4). 

 

𝐴𝑗(𝑥, 𝑦) =
1

√2
∑ ∑ (ℎ[𝑖] ∗ ℎ[𝑗] ∗ 𝐼(2𝑥 − 𝑖, 2𝑦 − 𝑗))𝑗𝑖  (4) 

 

Horizontal detail coefficients for a scale j are expressed in (5). 

 

𝐻𝑗(𝑥, 𝑦) =
1

√2
∑ ∑ (𝑔[𝑖] ∗ ℎ[𝑗] ∗ 𝐼(2𝑥 − 𝑖, 2𝑦 − 𝑗))𝑗𝑖  (5) 

 

Vertical detail coefficients for a scale j are expressed in (6). 

 

𝑉𝑗(𝑥, 𝑦) =
1

√2
∑ ∑ (ℎ[𝑖] ∗ 𝑔[𝑗] ∗ 𝐼(2𝑥 − 𝑖, 2𝑦 − 𝑗))𝑗𝑖  (6) 

 

Diagonal detail coefficients for a scale j are expressed in (7). 

 

𝐷𝑗(𝑥, 𝑦) =
1

√2
∑ ∑ (𝑔[𝑖] ∗ 𝑔[𝑗] ∗ 𝐼(2𝑥 − 𝑖, 2𝑦 − 𝑗))𝑗𝑖  (7) 

 

Where h[i] is scaling filters, g[i] is wavelet filters, and I(2x-i, 2y-j) is pixel value at (2x-i, 2y-j)th position. 

 

3.3.  Multiscale morphological analysis  

MMA improves [24] the detection of nodule structures by analyzing size, shape, and texture features 

at different orientations and scales. The morphological operations involving erosion (E) and dilation (D) are 

applied over the wavelet coefficients to refine nodule structure identification. These morphological operators 

are expressed in (8) and (9). 

 

𝐸(𝐴𝑗, 𝐵) = ∑ ∑ (𝑚𝑖𝑛 𝐴𝑗 (𝑥 + 𝑖, 𝑦 + 𝑗), 𝐵(𝑖, 𝑗))𝑗𝑖  (8) 

 

𝐷(𝐴𝑗, 𝐵) = ∑ ∑ (𝑚𝑎𝑥 𝐴𝑗 (𝑥 + 𝑖, 𝑦 + 𝑗), 𝐵(𝑖, 𝑗))𝑗𝑖  (9) 

 

Where Aj is wavelet coefficients at scale j, B is structuring element, and (x+i, y+j) is wavelet coefficient 

position within a block. 

 

3.4.  Local Gaussian distribution method 

In detecting lung nodules in CT screening images and LGD, the laterality orientation drawing 

evaluation test (LODET) method [17] is applied. This method is founded on estimating the statistics of the 

pixel intensities in the local blocks or regions assuming a Gaussian distribution. The mean and standard 
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deviation of the pixel intensity in each block can be calculated by translating lung nodules’ corresponding 

probabilities of each place. In general, this method is to be used to detect and segment lung nodules. The CT 

image is then divided into blocks, and their local properties are estimated with the aid of a Gaussian 

distribution. Then, the predicted probabilities of a certain pixel belonging to a particular block are computed, 

and the pixel is sent to the nearest block in terms of probability [18].  

Consequently, the lung nodules can be identified and segmented by assigning a probability of each 

pixel where each value is as close to one. This also enables us to identify lung nodules in more detail, 

categorise them, and distinguish them from the surrounding lung tissue and other visible structures, which is 

vital for radiologists to explore. This paper shows that one of the strengths of this method is the enhancement 

of the resolution of images and the use of approaches to enhance the efficiency of lung nodules’ detection 

and early diagnosis of lung cancer. As a result, the LGD method is significant in lung nodule detection since 

it is based on local statistics and probability distribution to detect lung nodules and to make more objective 

judgments on the part of the radiologists. 

 

3.4.1. Local Gaussian distribution estimation 

Initially, the CT screening image is subdivided into smaller blocks or regions. The size of the blocks 

varies based on the CT image complexity. The objective of dividing the block enables the analysis of local 

image features and the estimation of Gaussian distribution parameters for each block. 

The LGD method calculates the mean (μ) and standard deviation (σ) of the pixel intensities within 

each block B(x, y). The μ defines the average intensity level, whereas the σ indicates pixel intensity variation 

in a block. The Gaussian distribution parametric estimation is hence computed as in (10). 

 

μ(x, y) =
1

(𝑤∗ℎ)
∑ ∑ (𝐵(𝑥 + 𝑖, 𝑦 + 𝑗))ℎ

𝑗=1
𝑤
𝑖=1   

σ(x, y) =
1

√(𝑤∗ℎ)
∑ ∑ (𝐵(𝑥 + 𝑖, 𝑦 + 𝑗) − 𝜇(𝑥, 𝑦))

2ℎ
𝑗=1

𝑤
𝑖=1  (10) 

 

Where w is block width and h is block height. 

 

3.4.2. Probability calculation 

The pixel probability of a specific block in the CT image is estimated in this section. The pixel 

probability estimation shows that the pixel belonging to a specific block may reflect a lung nodule. Based on 

the Gaussian distribution parameter estimation, the probability calculation is given in (11). 

 

P(x, y) =
𝑒𝑥𝑝(−𝐼(𝑥,𝑦)−𝜇(𝑥,𝑦))

2

2∗𝜎(𝑥,𝑦)2  (11) 

 

Where I(x,y) is pixel intensity at (x, y)th position and P(x,y) is probability that quantifies the pixel intensity 

similarity with the Gaussian distribution in a block. 

 

3.4.3. Segmentation 

The LGD method concludes with segmentation, in which each pixel is assigned to the block with 

the highest probability. This step delimits the lung nodule borders, facilitating their subsequent localization 

and analysis. The process of segmentation is hence estimated in (12). 

 

𝐼𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑥, 𝑦) = 𝐵(𝑎𝑟𝑔𝑚𝑎𝑥 𝑃(𝑥, 𝑦)) (12) 

 

Where Isegmented(x,y) is segmented pixel value at at (x, y)th position and argmax P(x, y) is block position 

representing the maximum probability.  

The LGD method calculates probabilities and performs segmentation of lung nodules by utilizing 

the estimated Gaussian distribution parameters within each block. Based on the highest probability, the 

blocks are assigned the pixels, where the segmentation method precisely defines the boundaries of nodules, 

allowing for their subsequent localization. LGD contributes to precise lung nodule characterization, 

facilitating early diagnosis and significantly improving patient outcomes. 

 

3.5.  Post-processing with residual dual attention CNN  

Post-processing with residual dual attention (RDA)-CNN significantly refines the initial 

segmentation results to improve nodule detection accuracy. The residual connections in this architecture help 

preserve important spatial information throughout the deep network layers while mitigating the vanishing 

gradient problem. The dual attention mechanisms work in parallel to capture channel-wise and spatial 
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relationships in the feature maps, allowing the network to focus on the most relevant areas for nodule 

identification. 

  

3.5.1. Residual connections 

Residual connections are incorporated into the CNN to eradicate the vanishing gradient problem and 

enable a more uniform gradient flow during training. The skip connections find the residual mappings to 

effectively capture the segmented image data's details [25]. These architectural enhancements allow the 

network to learn deeper representations while maintaining computational efficiency and preventing 

degradation of training accuracy even in very deep networks. 

 

3.5.2. Dual attention mechanisms 

The dual attention mechanism improves CNN's ability to find relevant features by integrating both 

spatial and channel attention (CA) modules. The spatial attention (SA) module helps focus on important 

regions within each feature map by learning which areas contain the most useful information for nodule 

detection. Meanwhile, the CA module adaptively recalibrates channel-wise feature responses, emphasizing 

the most informative feature channels while suppressing less useful ones [26]. 

 

3.5.3. Spatial attention 

The SA module [27] identifies the dependencies and spatial relationships within feature maps by 

assigning various attention weights to different spatial locations, highlighting the relevant regions and 

suppressing the irrelevant regions. Consider an input feature map F for a segmented image of size H×W×C of 

height (H), width (W), and channels (C). The SA computes the weights Aspatial as expressed in (13). 

 

𝐴𝑠𝑝𝑎𝑡𝑖𝑎𝑙 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐶𝑜𝑛𝑣2𝐷(𝑅𝑒𝐿𝑈(𝐶𝑜𝑛𝑣2𝐷(𝐹)))) (13) 

 

Where Conv2D is convolutional layer, rectified linear unit (ReLU) is rectified linear unit, and softmax is 

activation function for weight normalization. 

CA: the CA module investigates the interdependencies between the feature channels by assigning 

the attention weights over the featured channels. This allows the CA to adapt dynamically to focus on the 

salient features in a channel. The CA computes the weights achannel for channel C as in (14). 

 

𝐴𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝐺𝑙𝑜𝑏𝑎𝑙𝐴𝑣𝑔𝑃𝑜𝑜𝑙2𝐷(𝑅𝑒𝐿𝑈(𝐷𝑒𝑛𝑠𝑒(𝐺𝑙𝑜𝑏𝑎𝑙𝐴𝑣𝑔𝑃𝑜𝑜𝑙2𝐷(𝐹))))) (14) 

 

Where GlobalAvgPool2D is global average pooling operation and Dense is fully connected layer.  

Figures 2 and 3 illustrates the attention-enhanced CNN architecture utilized in our research for 

robust feature extraction and segmentation in lung nodule detection. This architecture incorporates several 

key components: the RDA-CNN integrates spatial and CA mechanisms, enhancing the network's ability to 

focus on relevant features within the input data. The SA block selectively emphasizes informative spatial 

regions, while the CA block adjusts the importance of feature channels based on their relevance.  

These blocks are integrated into a fusion and refinement stage, where features from different 

attention mechanisms are combined and further processed to enhance feature representation. The architecture 

culminates in a final convolutional layer, which produces output feature maps used for accurate segmentation 

of lung nodules. Figures 2 and 3 visually represents how these components interact to improve the 

segmentation performance by effectively leveraging attention mechanisms tailored for medical image 

analysis. 

 

 

 
 

Figure 2. Architecture design: attention-enhanced CNN architecture for segmentation 
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Figure 3. Architecture design: attention-enhanced CNN architecture for feature extraction 

 

 

4. PERFORMANCE EVALUATION  

In this section, the proposed method's performance is compared with other existing methods. The 

simulation is conducted in MATLAB, which runs on an i5-core processor with 8 GB of RAM. The 

performance of the proposed method is estimated in terms of accuracy, precision, recall, and F1-score. 

 

4.1.  Experimental setup 

The data is collected from two publicly available datasets, including the lung image database 

consortium-image database resource initiative (LIDC-IDRI) and LUNA16 databases [28]. The database 

contains CT-scanned images with malignant/benign labels. The data is split into training, testing, and 

validation, where 70% is used for training, 15% for validation, and 15% for testing.  

Table 1 summarizes key hyperparameters essential for training the segmentation and classification 

model in the proposed lung nodule detection system. These parameters include the learning rate of 0.001, 

batch size of 16, and 50 epochs for training convergence. A dropout rate of 0.2 helps prevent overfitting, 

while the Adam optimizer and dice loss function are chosen for efficient optimization and accurate 

segmentation evaluation, respectively. The model operates on 256×256 images with 32 filters for feature 

extraction, enhanced by an RDA mechanism and 16×16 block size for improved spatial context awareness. 

Table 2 details simulation parameters crucial for the level set method used in lung nodule 

segmentation. It specifies 100 iterations and a time step of 100 for iterative refinement, along with a 

regularization parameter adjusted dynamically to 0.2 per time step. A scale parameter of 50 modulates 

sensitivity to spatial and intensity variations, optimizing segmentation accuracy. Additional parameters like 

computing gradient parameters, initial function settings 𝑐0 = 2 and weighting factors (𝜆1 = 1,  𝜆2 = 1) for 

foreground and background intensities ensure robust segmentation performance. Penalty and smoothness 

weighting parameters further fine-tune segmentation outputs for precise delineation of lung nodules in 

medical imaging. 
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Table 1. Hyperparameters for segmentation and 

classification 

Table 2. Simulation parameters for LGD 

segmentation 
Hyperparameter Value 

Learning rate 0.001 

Batch size 16 

Number of epochs 50 

Dropout rate 0.2 

Optimizer Adam 
Loss function Dice 

Image size 256×256 

Number of filters 32 

Attention mechanism RDA 

Block size (LGD) 16×16 
 

Simulation parameter Value 

Iterations 100 

Time step 100 

Regularization parameter 0.2/time step 

Scale parameter 50 

Computing gradient parameter 1 
Level set-initial function c0 2 

λ1 (foreground intensity weighting parameter) 1 

λ2 (background intensity weighting parameter) 1 

Penalty parameter 0.001255255 

Smoothness weighting parameter 20 
 

 

 

4.2.  Results and evaluation 

In this section, the proposed method is tested individually on a new set of input images, where a 

sample of which is given in Figure 4. The results of the segmented region at various iterations are illustrated 

in Figure 4, and its respective segmented region is marked and shown, Figure 4(a) shows input image,  

Figure 4(b) shows 50th iteration, Figure 4(c) shows 100th iteration, Figure 4(d) shows 150th iteration,  

Figure 4(e) shows 200th iteration, and Figure 4(f) shows output image. Figure 5 shows that the loss is 

considerably reduced while segmenting an image using LGD and its associated total cost is highly reduced as 

in Figure 6. The evaluation metrics in Figure 7 show that the proposed method has higher accuracy, and 

precision, showing its viability in segmenting the relevant regions to find the nodules in the lung image. 

 

 

   
(a) 

 

(b) 

 

(c) 

 

   
(d) (e) (f) 

 

Figure 4. Identification of segmented regions at various stages of lung nodules of (a) input image,  

(b) 50th iteration, (c) 100th iteration, (d) 150th iteration, (e) 200th iteration, and (f) output image 
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Figure 5. Loss vs. iterations to segment the input 

image 

 

Figure 6. Total cost vs. iterations to segment the 

input image 

 

 

 
 

Figure 7. Evaluation metrics of the proposed method required to segment an input image 

 

 

In this section, the comparative analysis is further conducted between the proposed method and 

various state-of-art methods. The performance is validated in terms of accuracy, precision, recall, and  

F1-measure. From the results of Table 3, it is found that the accuracy of the proposed method is higher 

accuracy across all test samples, with an average accuracy of 87.5%. Nested CNN performs second best, with 

an average accuracy of 83.6%. U-Net follows with an average accuracy of 81.5%. HL-DNN demonstrates the 

lowest accuracy, with an average of 78%. 

From the results of Table 4, the proposed method consistently achieves higher precision across all 

test samples, with an average precision of 87.3%. Nested CNN performs second best, with an average 

precision of 84.2%. U-Net follows with an average precision of 81.9%. Health literacy-deep neural network 

(HL-DNN) demonstrates the lowest precision, with an average of 77.5%. 

From the results of Table 5, the proposed method consistently achieves higher precision across all 

samples, with an average precision of 89.4%. Nested CNN performs second best, with an average precision 

of 86.2%. U-Net follows with an average precision of 84.7%. HL-DNN demonstrates the lowest precision, 

with an average of 79.7%.  

From the results of Table 6, the proposed method consistently achieves higher F-measure across all 

samples, with an average F-measure of 88.3%. Nested CNN performs second best, with an average  

F-measure of 85.2%. U-Net follows with an average F-measure of 83.3%. HL-DNN demonstrates the lowest 

F-measure, with an average of 78.6%. 
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Table 3. Accuracy of various test CT screened image between the proposed method and existing  

state-of-art models 
Test image sample HL-DNN U-Net Nested CNN Proposed method 

10 75 78 80 85 

20 76 79 81 86 

30 77 80 82 86 

40 77 81 82 87 

50 78 81 83 87 
60 78 82 84 88 

70 79 82 85 88 

80 79 83 86 88 

90 80 84 86 89 

100 81 85 87 90 

 

 

Table 4. Precision of various test CT screened image between the proposed method and existing  

state-of-art models 
Test image sample HL-DNN U-Net Nested CNN Proposed method 

10 75 78 80 85 

20 75 79 82 86 

30 76 80 82 86 

40 77 81 83 87 
50 77 82 84 87 

60 78 82 85 87 

70 78 83 85 88 

80 79 84 86 88 

90 80 85 87 89 
100 80 85 88 90 

 

 

Table 5. Recall of various test CT screened image between the proposed method and existing  

state-of-art models 

Test image sample HL-DNN U-Net Nested CNN Proposed method 

10 77 81 82 87 

20 78 82 84 88 

30 78 83 84 88 

40 79 84 85 89 

50 80 85 86 89 

60 80 85 87 90 

70 80 86 87 90 

80 81 86 88 90 

90 82 87 89 91 

100 82 88 90 92 

 

 

Table 6. F-measure of various test CT screened image between the proposed method and existing  

state-of-art models 
Test Image Sample HL-DNN U-net Nested CNN Proposed Method 

10 76 79 81 86 

20 76 80 83 87 
30 77 81 83 87 

40 78 82 84 88 

50 78 83 85 88 

60 79 83 86 88 

70 79 84 86 89 
80 80 85 87 89 

90 81 86 88 90 

100 81 86 89 91 

 

 

5. CONCLUSION 

This work has focused on designing and implementing an automated lung nodule detection system 

for use in CT screening images. The proposed system described the LGD method further than an RDA-CNN, 

using MRT, including wavelet and MMA. The presented approach confirmed that the established system can 

successfully detect and segment exogenous lung nodules. The classification accuracy, precision, and  
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F-measure were higher than the three existing methods. The mean of the proposed technique was 87.6%, 

which was higher than observed compared to other types of methods. Precision and F-measure values are 

consistently higher, which validate the finding of an improved ability to classify and segment lung nodules 

correctly. In future work, efforts could be dedicated to the use of larger databases that show improvement in 

the results; another question could be answered through clinical trials to ensure that the performance of the 

network, more so, the architecture of the network and other hyperparameters could be further refined to outdo 

the results proposed. However, incorporating other clinical characteristics and exploring possibilities could 

enhance the system’s performance. 
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