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 In today’s digital age, organizations face the daunting challenge of 

efficiently screening an overwhelming number of resumes for job openings. 

This study investigates the potential of two state-of-the-art natural language 

processing models, bidirectional encoder representations from transformers 

(BERT) and sentence-BERT (S-BERT), to automate and optimize the 

resume screening process. The research addresses the need for accurate, 

efficient, and unbiased candidate evaluation by leveraging the power of 

these transformer-based language models. A comprehensive comparison 

between BERT and S-BERT is performed, evaluating their performance 

across multiple metrics, including accuracy, screening time, correlation with 

job descriptions, and ranking quality. The findings reveal that S-BERT 

outperforms BERT, achieving higher accuracy (90% vs. 86%), faster 

screening time (0.061 seconds vs. 1 second per resume), and stronger 

correlation with job descriptions (0.383855 vs. 0.1249). S-BERT though has 

a smaller vector size of 384 enables capturing richer semantic information 

compared to BERT’s vector size of 768, contributing to its superior 

performance. The study provides insights into the strengths and limitations 

of each model, offering valuable guidance for organizations seeking to 

streamline their talent acquisition processes and enhance candidate selection 

through automated systems. 
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1. INTRODUCTION 

The rapid proliferation of digital technologies has transformed the landscape of talent acquisition 

[1], presenting both opportunities and challenges for organizations. As job postings receive an influx of 

applications [2], the traditional manual approach to resume screening becomes increasingly inefficient and 

susceptible to biases [3]. This predicament has ignited a growing demand for automated solutions that can 

streamline the resume screening process [4], ensuring fair candidate evaluation [5]. 

The natural language processing (NLP) [6], a branch of artificial intelligence, has emerged as a 

powerful tool in this domain [7], offering language models capable of understanding and analyzing textual 

data with remarkable accuracy [8]. Among the most promising NLP models are bidirectional encoder 

representations from transformers (BERT) [9] and sentence-BERT (S-BERT) [10], which have demonstrated 
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impressive performance [11] in various text analysis tasks [12]. This study aims to critically evaluate the 

potential of BERT [13] and S-BERT for automated resume screening [14], addressing the what, why, and 

how of this research endeavor [15]. Specifically, we investigate the ability of these models to extract relevant 

information from resumes [16], assess their suitability for job descriptions [17], and rank candidates based on 

their qualifications [18]. By conducting a comprehensive comparison between BERT and S-BERT [19], we 

seek to identify the model [20] that excels in accuracy [21], efficiency [22], and ranking quality, ultimately 

providing organizations with a robust solution for optimizing their talent acquisition processes [23]. 

The motivation behind this research stems from the pressing need to alleviate the time-consuming 

and error-prone nature of manual resume screening, while mitigating potential biases that may arise from 

human subjectivity [24]. By leveraging the power of advanced NLP models [25], organizations can 

streamline their hiring processes, reduce time-to-hire, and enhance candidate selection, thereby gaining a 

competitive advantage in today’s dynamic job market. To achieve our research objectives, we employed a 

rigorous experimental approach, utilizing a large dataset of resumes and job descriptions. The methodology 

involved preprocessing the data, generating embeddings using BERT and S-BERT, and computing cosine 

similarities between resume and job description embeddings. Extensive quantitative and qualitative analyses 

were conducted to evaluate the model’s performance, considering metrics such as accuracy, screening time, 

correlation with job descriptions, and ranking quality. 

The subsequent sections of this paper provide a detailed overview of the research methodology, 

including data collection, preprocessing techniques, and experimental procedures. The results and discussion 

section presents a comprehensive analysis of the findings, highlighting the strengths and limitations of each 

model, and drawing insights from a broader scientific context. Additionally, potential limitations of the study 

are addressed, and implications for future research are explored. Finally, the conclusion summarizes the key 

contributions and underscores the significance of this research in advancing the field of automated resume 

screening and talent acquisition. 

 

 

2. METHOD 

A comprehensive comparison between BERT and S-BERT for automated resume screening was 

conducted using a robust and replicable methodology. This section outlines the experimental procedure, 

including data collection, preprocessing steps, and the implementation details of both models. 

 

2.1.  Data collection and preprocessing 

The study utilized a diverse dataset comprising of 223 resumes and 7 job descriptions, obtained 

from various online platforms such as LinkedIn, Google Forms, and Freshers World. The resumes were 

initially converted to PDF format and subsequently to Excel format to ensure compatibility with the Python 

programming language used for data processing. Preprocessing steps were performed to prepare the data for 

analysis. For the S-BERT model, sentences containing sets of 10 words were extracted from the resumes to 

generate embeddings. Conversely, the BERT model underwent lemmatization and stemming as 

preprocessing steps, followed by the removal of stop words and repetitions. The keywords extracted from the 

resumes were then utilized for embedding generation with BERT. This process was replicated for the job 

descriptions, ensuring consistency in the data representation across both models. 

 

2.2.  Experimental procedure 

The experimental procedure involved several distinct stages, each designed to evaluate the 

performance of BERT and S-BERT in the context of automated resume screening. 

‒ Stage 1 (keyword extraction and embedding generation): in the first stage, the system extracted 

sentences and top keywords from the resumes. For S-BERT, sentences containing sets of 10 words were 

extracted, while for BERT, top keywords were identified after removing common punctuations and stop 

words. The extracted data was organized into a panda DataFrame and exported to an Excel file. 

‒ Stage 2 (BERT analysis): in the second stage, the BERT model and a pre-trained tokenizer were utilized 

to compute the cosine similarity between a job description (search query) and the top keywords extracted 

from the resumes. This stage involved integrating various libraries, including transformers for BERT, 

openpyxl for Excel handling, NumPy for numerical operations, and torch for interaction with PyTorch. 

The cosine similarity between the query embeddings and each resume was calculated using the sklearn 

function.  

‒ Stage 3 (S-BERT analysis): the third stage employed the MiniLM model from the Sentence 

Transformers library to compute the cosine similarity between the search query and sentences stored in 

an Excel file. This involved loading the MiniLM model, accessing the Excel file with openpyxl, and 

calculating the cosine similarity between the query embeddings and each resume. 
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‒ Stage 4 (ranking and evaluation): after computing cosine similarities for both BERT and S-BERT, the 

resumes were ranked based on their similarity scores. The model’s0 performance was evaluated using 

metrics such as accuracy, screening time per resume, and correlation with job descriptions. Additionally, 

three independent HR managers cross-verified the results to ensure the accuracy of the rankings. 

The flow diagram presented in Figure 1 delineates the step-by-step process of conducting a 

comparative analysis between BERT and S-BERT for automated resume screening. Initially, a pool of over 

223 resumes was collected from various platforms like LinkedIn, Google Forms, and Freshers World, often 

in differing formats. These resumes undergo conversion to PDF and subsequently to Excel format for 

compatibility with Python. S-BERT is employed to extract sentences containing sets of 10 words from the 

resumes for embedding generation. Conversely, BERT undergoes lemmatization and stemming as 

preprocessing steps, followed by the removal of stop words and repetitions. The keywords extracted from the 

resumes are then utilized for embedding generation with BERT. This process is replicated for the job 

description, and embedding vectors from both BERT and S-BERT are employed to compute cosine similarity 

with the job description, thereby facilitating resume ranking. To ensure the accuracy of the rankings, three 

independent HR managers cross-verify the results. This comprehensive approach underscores the system’s 

reliability and efficacy in automating the resume screening process. 
 
 

 
 

Figure 1. Flow diagram to conduct comparative study of BERT and S-BERT for automated resume screening 
 

 

3. RESULTS AND DISCUSSION 

The comparison between BERT and S-BERT for automated resume screening revealed several key 

findings across multiple evaluation metrics. Initially, both models analyzed an identical dataset comprising 

223 resumes and 7 job descriptions to ensure a fair comparison. A notable difference lies in the feature vector 

size employed by each model. While BERT produced embeddings of size 768, S-BERT generated more 

compact vectors of size 384. This divergence suggests that S-BERT may capture more detailed and 

contextual information from the resumes, potentially facilitating better matches between candidates and job 

requirements. Furthermore, our study found that S-BERT exhibited superior efficiency, with a screening time 

of 0.061 seconds per resume, compared to BERT’s longer screening time of 1 second per resume. This 

discrepancy in processing speed underscores S-BERT’s potential to enhance the overall productivity of talent 

acquisition processes. 

Crucially, S-BERT achieved a higher accuracy rate of 90% in shortlisting resumes, outperforming 

BERT’s accuracy rate of 86%. This finding implies that S-BERT may possess a better ability to discern 
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relevant information and accurately match candidates to job descriptions, thereby improving the quality of 

candidate selection. Moreover, our analysis of similarity scores revealed a substantial gap between the two 

models. While BERT yielded a similarity score of 0.3, S-BERT exhibited a significantly higher score of 

0.599. This result suggests that S-BERT excels in capturing semantic relationships and contextual nuances, 

leading to more precise matches between resumes and job descriptions. However, it is important to 

acknowledge the limitations of our study. While our dataset comprised a diverse range of resumes and job 

descriptions, further research with larger and more varied datasets is necessary to validate and generalize our 

findings across different industries and job roles. 

Figure 2 offers a detailed comparison between BERT and S-BERT in terms of execution speed in 

seconds (Figure 2(a)) and feature extraction speed (Figure 2(b)). BERT exhibits an execution speed of  

2.362 seconds, significantly slower than S-BERT’s 0.87 seconds, demonstrating the latter’s superior 

efficiency. Moreover, in feature extraction speed per resume, BERT requires about 0.078 seconds, while S-

BERT showcases an impressive 0.029 seconds. This substantial difference underscores S-BERT’s enhanced 

computational capabilities, making it a more suitable choice for tasks requiring swift and accurate execution 

and feature extraction. 
 

 

  
(a) (b) 

 

Figure 2. Comparison of BERT and S-BERT with respect to (a) execution speed in seconds and  

(b) feature extraction speed 
 

 

Figure 3 depicts bar charts comparing the performance of BERT and S-BERT across two key 

metrics of accuracy (Figure 3(a)) and similarity score (Figure 3(b)). The accuracy metric, displayed on the 

vertical axis labeled “Accuracy (%)”, evaluates the effectiveness of the algorithms in shortlisting resumes 

compared to HR manager results. A higher value signifies superior performance. S-BERT achieves a higher 

accuracy (90%) compared to BERT (86%), as illustrated in the chart. The similarity score, measured on the 

vertical axis labeled “Similarity Score”, assesses the cosine similarity between embeddings of job 

descriptions and resume embeddings. Again, a higher value indicates better performance. The chart 

demonstrates that S-BERT achieves a higher similarity score (0.599) compared to BERT (0.3). Overall, the 

findings suggest that S-BERT outperforms BERT in terms of both accuracy and similarity score. 
 

 

  
(a) (b) 

 

Figure 3. Comparison of BERT and S-BERT with respect to (a) accuracy and (b) similarity score 
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Figure 4 compares BERT and S-BERT across three key metrics of vector size (Figure 4(a)), 

screening time per resume (Figure 4(b)) and correlation with job description (Figure 4(c)). The vector size, 

shown on the leftmost vertical axis labeled “Vector size”, indicates the compactness of the representation, 

with lower values suggesting greater compactness. The comparison reveals that while BERT requires a 

vector size of 768, S-BERT requires 384 bytes of vector to generate embeddings at the final output. 

Screening time, measured on the center vertical axis labeled “Screening time (sec per resume)”, represents 

processing speed, where lower values signify faster processing. 

 

 

   
(a) (b) (c) 

 

Figure 4. Comparison of BERT and S-BERT with respect to (a) vector size, (b) screening time in  

seconds per resume, and (c) correlation 

 

 

The chart demonstrates that S-BERT (0.061 seconds) significantly outperforms BERT (1 second) in 

terms of screening resumes. Correlation with job description, depicted on the rightmost vertical axis labeled 

“Correlation”, reflects the strength of correlation, with higher values indicating a stronger correlation. The 

analysis illustrates that S-BERT (0.383855) exhibits a stronger correlation with job descriptions compared to 

BERT (0.1249). In summary, the figure suggests that S-BERT is more efficient than BERT for applications 

like resume screening, where processing speed is crucial. However, BERT may be preferred if a more 

compact vector size is necessary, such as for execution on a mobile device locally. Despite BERT’s larger 

vector size of 768 compared to S-BERT’s 384, S-BERT offers faster screening times and demonstrates a 

stronger correlation with job descriptions.  

Figure 5 illustrates the resume matching process using both BERT and S-BERT algorithms. In 

Figure 5(a), a schematic overview of the resume matching process is presented, where both the resume and 

job description are utilized for embedding calculation. These embeddings are then compared using cosine 

similarity, and the resumes are ranked accordingly based on their similarity scores. In Figure 5(b), a snapshot 

of the output screen during the execution of BERT shows the extraction and processing of significant 

keywords. However, the processing speed with the BERT algorithm appears to be slower. In contrast,  

Figure 5(c) showcases a snapshot of the output screen after the completion of S-BERT execution. 

Additionally, our evaluation focused primarily on quantitative metrics such as accuracy, screening 

time, and similarity scores. Future studies could explore qualitative aspects, such as the interpretability and 

explainability of the models’ decision-making processes, to ensure fairness and transparency in the 

recruitment process. Nonetheless, our findings hold significant implications for recruiters and HR 

professionals. By leveraging S-BERT’s strengths, organizations can streamline their hiring processes, leading 

to enhanced candidate selection, reduced time-to-hire, and improved employee satisfaction and retention. 

Furthermore, the potential for more accurate matches between candidates and job descriptions can contribute 

to a better alignment of skills and organizational needs, ultimately driving productivity and organizational 

success. While our study provides valuable insights into the comparative performance of BERT and S-BERT 

for resume screening, it has limitations in terms of the dataset size and scope. Future research could evaluate 

these models on larger, more diverse datasets across various fields and domains. Additionally, exploring 

ensemble techniques combining BERT and S-BERT or integrating other state-of-the-art language models 

could further enhance accuracy. The implications are significant, as implementing automated resume 

screening based on S-BERT can streamline hiring, reduce bias, and promote workforce diversity. However, 

addressing interpretability, domain-specific terminology, and end-to-end system integration remains crucial 

for practical deployment. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 5. Flow chart with output of (a) generalized approach for resume matching, (b) output screen capture 

while BERT is running, and (c) output screen capture after S-BERT execution completed 

 

 

4. CONCLUSION 

In today’s talent acquisition landscape, where organizations face the daunting task of efficiently 

screening numerous resumes, our study demonstrates the superiority of the S-BERT model over BERT for 

automated resume screening. S-BERT excels in accuracy, efficiency, and contextual understanding, as shown 
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by its higher similarity scores. S-BERT’s inspite of having smaller feature vector size allows for more 

detailed resume analysis, and its faster screening time enhances recruitment productivity. Its higher accuracy 

and superior similarity scores enable better matching of candidates with job descriptions, leading to more 

precise candidate selection. While our findings are promising, further research is needed to validate and 

expand them across diverse datasets and industries. Future studies could also explore qualitative aspects such 

as model interpretability to ensure fairness in the recruitment process. Our research significantly advances 

talent acquisition by demonstrating the potential of advanced models like S-BERT to improve hiring 

efficiency. Utilizing S-BERT can enhance candidate selection, employee satisfaction, and retention, 

ultimately driving organizational success. 
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