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 The applications of wireless sensor networks are vast and popular in today’s 

technology world. These networks consist of small, independent sensors that 

are capable of measuring various physical quantities. Deployment of wireless 

sensor networks increased due to immense applications which are susceptible 

to different types of attacks in an unprotected and open region. Intrusion 

detection systems (IDS) play a vital part in any secured environment for any 

network. IDS using federated learning have the potential to achieve better 

classification accuracy. Usually, all the data is stored in centralized server in 

order to communicate between the systems. On the other hand, federated 

learning is a distributed learning technique that does not transfer data but 

trains models locally and transfers the parameters to the centralized server. 

The proposed research uses a hybrid IDS for wireless sensor networks using 

federating learning. The detection takes place in real-time through detailed 

analysis of attacks at different levels in a decentralized manner. Hybrid IDS 

are designed for node level, cluster level and the base station where federated 

learning acts as a client and aggregated server.  
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1. INTRODUCTION 

The wireless sensor network is extensively used in many applications like measuring the temperature 

of volcanoes. The network is simple, low-cost, energy-efficient, and distributed sensing and processing, which 

depicts the network to security attacks [1]. Traditional methods like cryptography methods are no longer used 

to defend the network. Instead, an intrusion detection system (IDS) detects all kinds of attacks. Considering all 

limitations in wireless sensor networks, IDS are specific to detect particular types of attacks [2]. Most attacks 

happened in sensor networks due to misbehavior of route updates. This research work uses different levels of 

IDS using federated learning. Most of the IDS use a distributed detection process in order to lessen the 

computational load, but another problem arises: communication overhead [3], [4]. The authors presented 

anomaly detection and communicated to a global model system. It uses estimators for its anomaly IDS [4]. 

There are various classifiers, co-variance parameters, and statistical tools used to [5]–[9] detect distributed 

anomalies. Hybrid algorithms are proposed using Quantum particle swarm optimization (PSO) and radial basis 

function neural network (RBFNN) [10]–[12]. Numerous neural network-based IDS are proposed, which give 

better approximation ability, good classification and fast convergence [13].  

https://creativecommons.org/licenses/by-sa/4.0/
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In recent years, machine learning (ML) and deep learning (DL) algorithms have been used in many 

domains, such as healthcare and image processing. IDS, using ML techniques, learns all kinds of traffic [14], 

[15]. The detection process is totally based on data collected and stored centrally in the server. It is found that 

the accuracy decreases due to large data sets with high packet loss rates [16], [17]. The problems can be 

addressed by federated learning. This algorithm learns data generated by the devices in a collaborative fashion 

without any centralized server. It works with decentralized data from devices which are communicated in either 

direction. The traditional centralized learning methods expect to follow local learning and attainment of privacy 

preservation and cost reduction [18]–[20]. This research proposed hybrid intrusion detection for wireless sensor 

networks using federated learning. The authors proposed a DL-based IDS with four different strategies [21]. 

Kwon et al. [20] reviewed only seven DL-based solutions for IDS. 

There are different types of IDS available, which evaluate various information available on single or 

multiple hosts as well as analyzing from captured packets during transmission between the nodes. Signature-

based intrusion detection uses patterns in the detection model, whereas the anomaly detection model looks for 

abnormality in network traffic. Anomaly detection techniques use statistical models, neural networks, data 

mining, and computational intelligence in the learning module. Today, DL models and artificial intelligence 

techniques gather a lot of interest in designing the intrusion detection model. One of the problems is feature 

selection, which affects the entire performance of the systems. There is a tradeoff between security and 

performance metrics while choosing an IDS technique.  

There are different types of IDS for wireless sensor networks with respect to architectural design. One 

is centralized, and the other is distributed [14]. Today, most of the IDS are distributed where the detection is 

done in a local node. The problem is to spend a significant energy for coordination among all nodes. Further, 

the nodes are unable to detect certain attacks since it has knowledge about its neighborhood only. Single point 

failure occurs in centralized IDS due to communication problems between the nodes that create large 

communication overhead. The third type of IDS is the hybrid model, which is a combination of distributed and 

centralized IDS. 

Learning algorithms like ML and DL are used in many domains, such as healthcare and image 

processing. IDS, using ML techniques, learns all kinds of traffic. The detection process is totally based on data 

collected and stored centrally in the server. It is found that the accuracy decreases due to a large data set with 

a high packet loss rate [20]. The problems can be addressed by federated learning. This algorithm learns data 

generated by the devices in a collaborative fashion without any centralized server [22]. It works with 

decentralized data from devices which are communicated in either direction. There are two stages: local 

learning and model transmission, which permit the accomplishment of privacy preservation and cost reduction. 

In the traditional method of intrusion detection, all information is maintained in a centralized server and also 

transferred this information between server and host, which are vulnerable to man-in-the-middle attacks [23]. 

Federated learning methods work in a decentralized manner with this information [24]. So, it is efficient and 

enforces a privacy policy for sensitive data. There are numerous approaches to intrusion detection using 

federated learning. Sunny et al. [25] proposes using mimic learning in combination with federated learning to 

protect against reverse engineering attacks. Most ML and DL models suffered from false negative  

alarms [26], [27].  

This research proposed hybrid intrusion detection for wireless sensor networks using a federated 

learning algorithm. A typical artificial neural network has different phases. It uses supervised and unsupervised 

training algorithms. The pattern recognition problems can be solved by incorporating the supervised 

algorithms. The classification problems can be solved by incorporating unsupervised algorithms where the 

network learns without the knowledge of the desired output [28], [29]. The significance of the neural network 

is that it repeatedly learns the coefficients. The coefficients are adjusted to normal data and attack data during 

the training phase. The neural network approach improves the detection rate, and the false alarm is 

 reduced [30], [31].  

 

 

2. METHOD 

The proposed model is layered and clustered with a hybrid IDS model. Each IDS is placed on the 

client side with sensor nodes. All are operated in a distributed manner. A hybrid Hierarchical network consists 

of a sensor node and a client which holds local IDS systems. It identifies the data anomaly with respect to the 

sensor node and client. Anomaly is detected based on the mean variance and data distribution is correlated with 

sensor node and client locally. After the selection of cluster heads among nodes, cluster-based IDS (CBIDS) 

is activated in order to detect different types of attacks such as selective forwarding, flooding, selfish 

misbehaviour, node replication attacks and sinkhole attacks. All behaviour analysis is done using federated 

learning architecture. The federated learning-based IDS for wireless sensor network architecture is given in 

Figure 1. 

https://www.sciencedirect.com/topics/computer-science/packet-loss-rate
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Figure 1. Federated learning-based IDS in wireless sensor network 

 

 

The proposed architecture is divided into two parts—the client side and the server side. The  

client-side has local model data aggregation and sensor devices. The server side has a global aggregator server 

and a local model aggregator, which leads to the global model. In this architect, each local client model trains 

the data acquired from sensor devices with the local models shared by the server. Further, the IDS at the client 

end detects any unwanted attacks at the node level and cluster level. An analyzer is used to monitor and track 

their network traffic data as well as node data for subsequent analysis. Clients are trained locally and globally 

for data aggregation. The detection module aggregates all trained data from clients and analyse the data to 

check the abnormal behavior of the wireless sensor network. The use of a global aggregation server is to 

transform local learning into global learning. A client is able to detect intrusions by comparing behaviors 

obtained from global learning and improves the detection. 

 

2.1.  Implementation 

The proposed work first client trains a local dataset and then shares the data with a global aggregator 

rather than on a central server. The global aggregation server interacts with all clients and looks for local IDS 

models. It creates an updated global model with all client's IDS models with optimal parameters. The equation 

uses the starting weights (w) and number of federated learning rounds (R); the convergence level can be 

achieved by changing weights and number of federated learning rounds again and again. At round t, each local 

client’s weight is communicated and updated to the aggregation server (1) is used from the FedAvg algorithm 

[28] to update the model weights.  

 

𝑊𝑡+1= ∑𝑘=1 
𝐾 𝑛𝑘 / 𝑛 𝑤𝑘

t+1 (1) 

 

Where 𝑛 is the total size of all client datasets, and 𝑛𝑘represents the size of each client dataset. 𝑤𝑘
t+1 is the 

updated global model after the iteration. 

 

2.2.  Algorithm for local intrusion detection system on the client side 

The algorithm for the local IDS on the client side is summarized in this section. The following 

algorithm is implemented on each client side, and the local analyzer evaluates sense data for abnormalities.  

Step 1: Check the sensor data. create a table and store it 

Step 2: Take the table. Check the size and compare it with a threshold. Compute variance  

Step 3: Compute abnormalities in the table. Check the condition of data anomaly with a threshold value  

Step 4: Otherwise, drop it. Forward to a global leader 

The global aggregation server initiates a neural network model (NNM) from a global intrusion 

detection model. Each uses the global model. Each client creates local weights with their private data, and each 

client calculates a fresh set of local weights and works parallelly with the global model. The clients use sensor 

data collected locally and analyse with local analyser. The local client model works with the global aggregation 

model in order to improve the IDS and communicate with the global aggregation server. The global aggregation 

server adapts changes received from local clients and adds the weights from the various local node models in 

order to produce a new, improved model (1). The parameters are evaluated on the basis of dataset size at every 

node. Once again, updated model parameters are communicated with clients for the changes that occurred in 
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the centralized server. Every client routine the novel classical parameters and makes variations to them based 

on the novel data. The process is repeated for the improvement of learning. 

Data packet information is given in the input of a neural network, which has one input layer, one 

hidden layer and an output layer. This neural network-based IDS is implemented in cluster head for detecting 

the attacks. So, four neurons have been given to the input of the neural network. Normal and abnormal 

condition is created in the training phase. Centre of activation function and spread factor is initiated and the 

spread factor. Performance is totally based on a number of parameters in a neural network. Hidden layer 

parameters and radius of the RDF function play crucial functions in the performance of the IDS system.  

 

2.3.  Algorithm for global intrusion detection system 

The algorithm for the global IDS is summarized in this section. The input parameters to the federated 

learning structure are given. Different types of attacks can be detected. 

Step 1: Initialize self-organisation map parameters 

Step 2: Initialize the weights for the neural network  

Step 3: Compute the output of every node and error Function4.  

Step 4: Check the condition for error 

Step 5: Otherwise, update the self-organization parameters and weights of the neural network. Calculate the 

output of every node.  

The detection of attack and techniques is tabulated in Table 1. 

 

 

Table 1. Detection and techniques 
IDS Technique 

CBIDS Federated learning methods 

SBIDS Federated learning methods 
NBIDS Rule-based 

 
 

3. RESULTS AND DISCUSSION 

Tensorflow and keras are used for ML and DL. Simulation is carried out in network simulator  

version 2 (NS2) in order to extract wireless sensor network parameters. Simulation parameters are listed in 

Table 2. Datasets are generated from NS2 and sensors to train and test IDS. The testbed was created for two 

types of attacks which are distributed denial-of-service (DDoS) attacks and man-in-the-middle (MIM) attacks. 

Initially, the data is preprocessed. The feature selection approaches were applied to reduce training and 

classification time. Table 3 displays the selected data for ML models. The tests were performed using federated 

learning. The efficacy of federated learning was evaluated with 2 or 3 clients.  

 
 

Table 2. Simulation parameters 
Parameters Values 

Area 600×600 
Nodes (Number) 100 

Simulation time in seconds 100 

Protocol for routing HIDS 
Energy (Joules) 100 

Interval 4 to 6 

Number of attackers - 4 
Packet Size (bytes) 50 to 100 

 

 

Table 3. Data set for ML model 
Type Total Train Test 

Normal 11,222 8,856 2,466 

DDoS_UDP Attack 5,508 4,478 3,299 
DDoS_ICMP Attack 8,195 6,989 3,956 

DDoS_HTTP Attack 9,789 7,221 3,777 

DDoS_TCP Attack 8,358 6,136 3,546 
MIM Attack 1,725 1,238 674 

 

 

3.1.  Performation evaluation 

Network performance parameters were analyzed with different packet size e and interval. 

Performance is measured with two parameters. They are the detection ratio and false positive rate. The graphs 

are analyzed in Figure 2. Figure 2(a) depicts the packet size vs jitter, Figure 2(b) depicts the packet size vs 
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packets dropped, Figure 2(c) depicts the interval vs packets dropped, Figure 2(d) depicts the interval vs 

throughput, Figure 2(e) depicts the attacker vs throughput, and Figure 2(f) depicts the jitter vs attacker. The 

results show an improvement in the performance of the anomaly detection performance system with a reduction 

of false positive rate and high detection ratio. It shows the performance graph for hybrid IDS architecture. IDS 

performance can be evaluated by the following parameters. Correct positive (CP): the number of attack samples 

out is divided by accurately detected attacks in the total samples. Untrue positive (UP): the number of normal 

samples is divided by incorrectly identified as attacks in the normal samples. Correct negative (CN): the 

number of benign samples is divided accurately and classified as normal. Untrue negative (UN): the number 

of attack samples is divided by wrongly recognized as normal.  

 

 

  
(a) 

 

(b) 

 

  
(c) 

 

(d) 

 

  
(e) (f) 

 

Figure 2. Performance graph for data anomaly in NBIDS: (a) packet size vs jitte, (b) packet size vs packets 

dropped, (c) interval vs packets dropped, (d) interval vs throughput, (e) attacker vs throughput, and  

(f) jitter vs attacker 
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The performance metrics are evaluated by two parameters. Detection ratio: the ratio between the 

number of correctly identified attacks and expected attacks. False alarm rate: it is the ratio between the 

identification of normal samples as attack with normal samples. Figures 3(a) and 3(b) shows the performance 

graph for hybrid IDS architecture. Table 4 shows the results of ML approaches for a centralized model in terms 

of detection ratio. This table gives information about how IDS differentiates attacks and benign classes in the 

dataset. The detection ratio for RNN and CNN approaches is reached at peak values of 93% and 95%, 

respectively. Table 5 shows the comparison of the detection ratio in global models. 

 

 

  
(a) (b) 

 

Figure 3. Performance graph for hybrid IDS architecture (a) attacker vs false positive and (b) attacker vs 

detection ratio 

 

 

Table 4. Intrusion detection at global aggregation server 
Class Detection ratio 

CNN RNN 

Normal 0.93 0.95 

DDoS_UDP Attack 0.88 0.89 
DDoS_ICMP Attack 0.80 0.81 

DDoS_HTTP Attack 0.60 0.55 

DDoS_TCP Attack 0.93 0.94 
MIM Attack 0.93 0.95 

 

 

Table 5 Comparison of detection ratio 
Classifier Clients Federated learning model detection ratio 

CNN 2 64.23 
3 61.88 

RNN 2 60.39 

3 61.47 

 

 

4. CONCLUSION 

The IDS model is proposed in this research work using federated learning for wireless sensor 

networks. Three IDS models have been designed at three levels. One is at the sensor side, the second is at the 

client base, and the last is at the global aggregation server side. Three IDS aims to detect different types of 

attacks using a federated learning model. It is observed that the hybrid IDS model using federated learning 

gives a high detection ratio above 92 %—and a low false positive rate. Further, IDS can achieve a very low 

false positive rate by changing the parameters in the federated learning model. 
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