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 Kannada is one of the 22 scheduled Indian regional languages. It is also a 

low-resource regional language. The Kannada document classification is 

arduous due to its vocabulary richness, agglutinative terms, and lack of 

resources. The good representation and the prominent feature selection aid in 

solving the challenges in document classification tasks. In this paper, we are 

proposing semantic symbolic representation and feature selection method, 

for better representation of Kannada terms in interval values embedded with 

positional information. Following, selection of prominent discriminative 

symbolic feature vectors is also proposed. Further the symbolic document 

classifier is used to classify the Kannada documents. The proposed cluster 

based symbolic representation preserves the intra class variance and reduces 

the ambiguity in classification of Kannada documents. The experiments are 

performed over two Kannada document datasets which are multilabel and 

unbalanced. The comparative analysis of proposed method with other 

standard methods is also presented. 
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1. INTRODUCTION 

In the multilingual supportive digital world, natural language processing research is not confined to 

English. Many natural language applications are developed for various regional languages to avoid digital 

language divide between dominant languages and others. Kannada is one of the Indian regional languages 

and one of the 22 scheduled languages in Indian constitution. Kannada text is morphologically rich and 

agglutinative in nature. Therefore, proper representation of these texts makes a significant contribution in 

natural language understanding tasks. 

In general, for the task of Kannada document classification, at first the raw Kannada documents are 

preprocessed. In preprocessing, the raw dataset is cleaned by removing punctuation, terms are tokenized, 

Stopwords are removed, transliteration, stemming and lemmatization (if required) are performed. Secondly, 

preprocessed data should be represented by using better representation methods. Further vital features are 

selected through feature selection methods [1] and classifiers are applied to learn the data. At the last stage, 

learning of the model is evaluated with test samples. This standard process is depicted in Figure 1. 

In Kannada document classification better documents understanding leads to better results.  

The proposed semantic based symbolic representation preserves the contextual information and understands 

the intra class variations. The optimum unit for text representation and categorization in automatic Kannada 

https://creativecommons.org/licenses/by-sa/4.0/
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document classification is the term. Unfortunately, a text document lacks the rigid structure of a traditional 

database even if it can express a wide range of information. Unstructured data must be converted into structured 

data, especially free-running text data. Numerous preprocessing strategies are suggested in the literature to 

accomplish this. Once unstructured data is structured, we must create a powerful representation model to create 

a powerful classification system. The literature contains a wide variety of representational schemes.  
 
 

 
 

Figure 1. The standard process of Kannada documents classification 
 

 

Although there are several models for representing text documents in the literature, the frequency-

based vector space model produces good outcomes when used to classify texts. Unfortunately, this 

representational method has its own drawbacks. High dimension, loss of correlation, and loss of semantic 

link between terms in a document are few of them. Additionally, we must solve the term's complex 

morphology and agglutination problem in regional Indian languages like Kannada. All these above-

mentioned challenges are addressed with various linguistic, statistical and machine learning methods in the 

proposed model. The main challenge is finding the ideal representation for the raw Kannada terms and its 

documents. The complex composition of Kannada term letters is represented numerically by universal coded 

character set (unicode) term encoding [2]. Further to address the loss of semantic information in the 

frequency-based vector space, the positional information of Kannada terms is embedded. This leads to the 

positionally encoded frequency-based representation of Kannada documents. Vaswani et al. [3] worked on 

attention-based transformers used this position encoding technique to get better outcomes. 

Later, to address the challenge of preserving the intraclass variations, cluster based symbolic 

representation [4] is employed. In this representation the clustering techniques are used for finding the 

relations between documents and terms with respect to their classes. The intraclass variation of each feature 

is represented by the interval value rather than crisp values. In the proposed method this symbolic 

representation is used on the positionally encoded frequency-based representation [5], which leads to 

semantic based symbolic representation for Kannada documents [6]. Furthermore, due to the chances of 

features presence in multiple classes (interclass variations), ambiguity still prevails. Hence, it is important to 

choose features appropriately so that there is less overlap across different classes [7], [8]. Here, the 

correlation based symbolic feature selection is also applied for the dimensionality reduction. As formerly 

mentioned, in this article we have detailed descriptions of the following contributions: 

‒ For the Kannada documents, semantic embedded symbolic representation is proposed. 

‒ Proposed symbolic feature selection method on semantic-symbolic representation of Kannada documents. 

‒ Classifier for interval valued representation of Kannada documents is proposed. 

‒ Comparative analysis of stacked ensemble feature selection with symbolic feature selection for Kannada 

documents classification. 

Further, section 2 presents the literature review with respect to representation and selection methods. 

The proposed methodology is presented in section 3 in detail. Later, the datasets and experimentations 

performed on those datasets are explained in section 4. Further, the comparative analysis is presented and 

concluded in section 5. The future scopes of these findings are also presented in section 5. 
 

 

2. RELATED WORK 

Language resources are crucial for tasks involving natural language processing. Low resource 

languages are those spoken in many regions of India that lack the resources needed for language processing 

activities. It is possible to do language processing tasks at the character, sentence, paragraph, or document 

levels. Researchers have focused more on character and sentence level work than document level work due to 
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the lack of regional language resources. In language identification task, to determine whether phrases in the 

tweeter dataset are in Hindi or English, Ansari et al. [1] used the chi-square feature selection method.  

To perform aspect-based sentiment analysis for Hindi reviews at the word level, Gandhi and Attar [9] 

presented category association word (CAW) features ensemble algorithm and achieved 76% of accuracy. 

Anand et al. [10] used a fuzzy-based convolutional network for feature selection together with ensemble 

learning methods to address the problem of multilingual offensive language detection and achieved 98% 

accuracy. The accuracy of authorship identification task for Kannada literature was 88%, and this was 

accomplished using stylometry features and a profile-based technique in [11].  

To address the high dimensionality challenge at the document level language processing tasks, it is 

necessary to choose the most vital subset of features [12], [13]. There are basic approaches like filters and 

wrappers, for feature selection but ensemble technique performs better. Ensemble is the combination of basic 

feature selection methods in various ways it may be homogeneous or heterogeneous [14]. Homogeneous is 

the combination of the same feature selection method with different parameters but heterogenous is the 

combination of the different feature selection techniques and yields better results [15]. Tian et al. [16] 

presented ensemble-based filter feature selection (heterogeneous strategy) using feature ranking methods like 

information gain, gain ratio, chi-squared, and ReliefF for proper feature selection. Wang et al. [17] used 

genetic algorithm to select the best ranking features. There are more heterogeneous feature selection 

ensembles, and its examples can be found in [18]–[21]. These homogeneous and heterogeneous techniques 

are analyzed in [21], [22] research articles. In the experiments section, the findings of one of the 

heterogeneous ensemble methods applied to Kannada documents are discussed in comparison with the 

outcomes of the proposed method. 

Researchers have recently explored widely with character recognition for the Kannada language. As 

there are fewer corpora available, experiments at the document level are limited. On the Kannada-MNIST 

dataset, Gu [23] work with the Kannada character recognition problem. With 98.77% accuracy, the 

convolutional neural networks (CNN) model excels. Trishala and Mamatha [24] presented unsupervised 

Kannada terms stemmer and Kannada terms rule-based lemmatizer. They built a corpus of 17,825 Kannada 

root words for the experimentation. Additionally, Chandrakala and Thippeswamy [25] proposed historical 

handwritten Kannada stone inscription recognition and categorization of the 11th century. The characters 

were classified using two separate classification algorithms like stochastic gradient descent with momentum 

(SGDM) and support vector machine (SVM), using the features collected by the deep convolutional neural 

network (DCNN), and 70% accuracy was attained. 

In the study of text classification, clustering is used as a different representation technique for text 

documents. There have been several clustering strategies put forth. These clusters take advantage of the 

relationship between documents and key terms. Sun et al. [26] addressed the imbalanced data classification by 

the adaptive weighted k-nearest neighbors (AWKNN) method which uses similarity-based feature clustering. 

The researchers [27]–[30] worked on the information bottleneck method and two-dimensional clustering 

algorithms, which help in the clustering of terms based on the distribution of each term’s class labels.  

Further authors in [31], [32] worked on feature extraction using a clustering algorithm from the combination of 

labeled and unlabeled data. Authors in [33], [34] worked on a word embedding approach for dimensionality 

reduction leading to better feature selection. Towards semantic based representation, authors in [35], [36] 

presented term weighting technique. It is based on term’s semantic similarity, which is computed using 

WordNet. Due to its complexity in computation, it shows lower performance than standard term weighting 

methods. Positional encoding is used by many attention-based models like BERT [37], RoBERTa [38], and 

GPT-2 [39]. Absolute or relative positional information of the term is extracted in positional encoding 

technique [40]. To extend transformers to tree domain activities (particularly binary trees), Sun et al. [41] 

provide a novel framework of customized positional encodings. Gehring et al. [42] proposed convolutional 

sequence to sequence learning model. They used positional encoding to extract sequence information of terms, 

for the translation task. In this way, representational approaches employ positional encoding. The literature 

indicates that semantic and symbolic representations are not explored for Kannada documents classification. 

Further, there is also need of discussion on Kannada documents classification experiments based on symbolic 

feature selection and classifications with other state-of-the-art learning algorithms. 

 

 

3. PROPOSED METHOD 

The raw Kannada text documents are classified into multiple categories based on the semanticity, 

symbolic representation and selection (SRS) method. This proposed process of representation (embedded 

with semantic information) and the symbolic feature selection method for Kannada document classification. 

It is depicted in Figure 2. 
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Figure 2. The proposed method of representation and selection of Kannada documents for classification task 
 

 

In preprocessing tokenization, punctuation and stopwords removal tasks are performed. At first, the 

problem of term representation of regional language is addressed. Each Kannada term is represented by a 

unique decimal number by unicode encoding method. This is discussed in the section as follows. 

 

3.1.  Unicode encoding for Kannada term 

To get around the discordance of ASCII values encoding for characters from languages other than 

English, there is a character set called unicode. Every character is encoded uniquely in unicode using a 

special number called a code-point. “\uXXXX,” is the representation of each code-point, here ‘u’ indicates 

that the value is a code-point, and ‘XXXX’ is the four-digit hexadecimal value. In the proposed experiments, 

we discovered that several agglutinative / morphologically rich term characters faded when text-processing 

activities are conducted directly on these Kannada terms. This results in feature information loss. In order to 

retain the meaning of each Kannada term intact and avoid the need for extra language corpora, we need a 

unicode-encoded decimal representation for each term [2]. An example is shown in Table 1. For example: A 

term in the Kannada language: “ಮನುಷ್ಯ” (English translation: human being). 

 

 

Table 1. Unicode encoded Kannada term representation 

Kannada characters of the term ಮ (Ma) ನ (Na) ುು ಷ (sa) ು  ಯ(Ya) 

Unicode code-points \u0cae \u0ca8 \u0cc1 \u0cb7 \u0ccd \u0caf 

Encoding of code-points (UTF-16) b'\xff\xfe\xae\x0c\xa8\x0c\xc1\x0c\xb7\x0c\xcd\x0c\xaf\x0c' 
Decimal value 257257805393772252295682176515839 

 

 

3.2.  Semantic representation 

Following unicode encoding, document term matrix is used to represent Kannada documents in 

vector space model. The values of the term frequency (TF) or term frequency-inverse document frequency 

(TF-IDF) are included in the document term matrix [43]. Positional encoding is integrated with TF or  

TF-IDF to solve the problem of the absence of sequence information or semantic information. 

Positional encoding maintains the sequence order of the terms. For an example, if input sentence is 

of length ′𝑇′, and to extract the ′𝑘𝑡ℎ′ term positional information in the input sequence, the positional 

encoding is calculated as shown in (1) and (2) using sine and cosine functions. 

 

𝑃. 𝐸(𝑝𝑜𝑠𝑘 , 2𝑖) = sin (
𝑝𝑜𝑠𝑘

𝑛2𝑖 𝑑⁄ ) (1) 

 

𝑃. 𝐸(𝑝𝑜𝑠𝑘 , 2𝑖 + 1) = 𝑐𝑜s (
𝑝𝑜𝑠𝑘

𝑛2𝑖 𝑑⁄ ) (2) 

 

Where “𝑝𝑜𝑠𝑘 ” is kth object position, “𝑛” is user defined scalar value set to 10,000 based on empirical results 

[3], dimension of output embedding space is represented by “𝑑” and “𝑖” is the index ranges between  

0 ≤ 𝑖 < 𝑑/2. The positional encoded (PE) values should also be convoluted, which means that the sine and 

cosine values of each term should be added as given in (3) and also presented in Algorithm 1. 

 

𝑉𝑘 = 𝑠𝑖𝑛(𝑥𝑘) + 𝑐𝑜𝑠(𝑥𝑘) (3) 
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Algorithm 1: Positional encoding  
Input: Length of document, the output embedding value. 

Data: PE = Positional encoding, n=10000 standard empirically determined value [3] 

Output: Document’s positional encoded matrix. 

 

STEP 1: for 𝑘 in range(length of document) 
STEP 2:        for 𝑖 in range(output embedding / 2) 

STEP 3:             𝑃𝐸(𝑘,2𝑖) = sin (
𝑘

𝑛2𝑖 𝑜𝑢𝑡𝑝𝑢𝑡 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔⁄ ) 

STEP 4:             𝑃𝐸(𝑘,2𝑖+1) = cos (
𝑘

𝑛2𝑖 𝑜𝑢𝑡𝑝𝑢𝑡 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔⁄ ) 

STEP 5:             𝑃𝐸𝑘 = 𝑃𝐸𝑘,2𝑖 +  𝑃𝐸𝑘,2𝑖+1  
STEP 6:        end 

STEP 7: end 
 

The vector space goes through shallow shifts because of the convolution [5]. In a document, the 

same phrase may appear in various positions. These positions of the same term are combined, and their 

means are calculated, as presented in (4) (𝑚 is Term’s repetitive count in a document). 
 

(∑ 𝑉𝑗𝑘
𝑚
𝑗=0 ) 𝑚⁄  (4) 

 

The mean value obtained from (4) is embedded to the TF or TF-IDF values of 𝑘𝑡ℎ term in document term 

matrix as shown in (5) and (6). 
 

𝑇𝑊𝑘 = 𝑡𝑓𝑘 + ((∑ 𝑉𝑗𝑘
𝑚
𝑗=0 ) 𝑚⁄ ) (5) 

 

𝑇𝑊𝑘 = 𝑡𝑓𝑘 . 𝑙𝑜𝑔
𝑁

𝑑𝑓𝑘
+ ((∑ 𝑉𝑗𝑘

𝑚
𝑗=0 ) 𝑚⁄ ) (6) 

 

The obtained attention / semantic based term weights (𝑇𝑊𝑘) of 𝑘𝑡ℎ term from (5) and (6) is updated in 

document term matrix. 
 

3.3.  Cluster based symbolic representation 

There will be significant intra-class variances in the semantic based TF vectors with regard to each 

class. As a result, an effective representation is created by using clustering to capture the variances and 

symbolizing each cluster with an interval-valued feature vector. Let there be 𝐿 classes each with  

𝑁 documents, and each with a 𝑡 dimensional TF vector to describe it. Let’s say 𝑋 is the proposed semantic 

based document term matrix (s-DTM) of size (𝐿𝑁 ∗ 𝑡) , where each row represents a document labelled with 

a class, and terms are represented in the matrix columns. The dimensionality reduction technique regularized 

locality preserving index (RLPI) [7] is applied on 𝑋 resulting in reduced s-DTM 𝑌 represented as (𝐿𝑁 × 𝑚), 

where 𝑚 is selected vital features from total 𝑡 features. Next, in the reduced s-DTM matrix, based on TF 

vectors training documents are clustered within each class. Let [𝐷1, 𝐷2, 𝐷3, … . , 𝐷𝑛] is a document cluster of  

𝑛 samples belonging to 𝑙𝑡ℎ class say 𝐶𝑗
𝑙 ; 𝑗 = 1,2,3, … , 𝑃 (𝑃 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠)) and  

𝑙 = 1,2,3, … , 𝐿. Further, 𝐹𝑖 = [𝑓𝑖1, 𝑓𝑖2, … , 𝑓𝑖𝑚] be 𝑚 features set, describing a sample 𝐷𝑖 document, which 

belongs to 𝐶𝑗
𝑙 cluster. Further, for each 𝑘𝑡ℎ feature value belonging to the 𝑗𝑡ℎ  cluster is represented by 

interval value [𝑓𝑗𝑘
− , 𝑓𝑗𝑘

+] to capture the intra class variations. The interval [𝑓𝑗𝑘
− , 𝑓𝑗𝑘

+] represents the ceiling and 

flooring values of a feature belong to a document cluster. Later, for a cluster 𝐶𝑗
𝑙 the reference document is 

represented by the interval feature values of the features 𝑘 = 1,2,3, … , 𝑚 as shown in (7). 
 

RFj
l = {[fj1

−, fj1
+], [fj2

−, fj2
+], … , [fjm

− , fjm
+ ] } (7) 

 

In (7), the document clusters of class ‘𝑙’ are indexed by 𝑗 = 1,2,3, … , 𝑃. It should be emphasized 

that, in contrast to traditional feature vectors, this one is an interval valued feature vector that is recorded in 

the knowledge base as a representation for the 𝑗𝑡ℎ  cluster. This generates 𝑃 number of symbolic vectors that 

reflect the class-specific clusters. As a result, we will be obtaining total (𝐿 × 𝑃) representative vectors for  

𝐿 classes in the dataset. 
 

3.4.  Symbolic feature selection 

From the s-DTM, it is important to choose the best interval features that have the least amount of 

class overlap because these overlapping of interval features between classes reduce the classification 

accuracy. The aim of the symbolic feature selection is to select maximum variance features from each class. 

Hence, we create a proximity matrix of (𝐿 × 𝑃) × (𝐿 × 𝑃) size and each element are multivalued of  

𝑚 dimension features. In (8) results the similarity between the classes 𝑖 and 𝑗 with respect to 𝑘𝑡ℎ feature. 
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Li→j
k =  (

|Iik ∩ Ijk|

|Ijk|
) (8) 

 

In (8), 𝐼𝑖𝑘 =  [𝑓𝑖𝑘
− , 𝑓𝑖𝑘

+] ∀ 𝑘 = 1,2, … , 𝑚 are interval features of class 𝑖 and similarly 𝐼𝑗𝑘 is for class 𝑗. 

Now, from the proximity matrix, the matrix 𝑀 of size: (𝐿 × 𝑃)2 × 𝑚 is built by listing multivalued type 

elements in rows. Further, the highest correlation features will be selected as the best features. The total 

correlations (𝑇𝐶𝑜𝑟𝑟𝑘) of 𝑘𝑡ℎ column with other 𝑦𝑡ℎ columns are calculated, and it is compared with average 

correlation value (𝐴𝑣𝑔𝑇𝐶𝑜𝑟𝑟𝑘) as shown in (9) and (10). If 𝑇𝐶𝑜𝑟𝑟𝑘  is higher than 𝐴𝑣𝑔𝑇𝐶𝑜𝑟𝑟𝑘 then those  

𝑘𝑡ℎ column features are selected because we are interested in features with a high degree of discrimination. 
 

TCorrk = ∑ Corr(kthColumn, ythColumn)m
y=0  (9) 

 

AvgTCorrk =  ∑ TCorrk
m
k=0 m⁄  (10) 

 

3.5.  Symbolic classifier 

The test document consists of 𝑚 features with crisp values but we have representation with interval 

feature values of the respective cluster to compare and classify. Hence the classification will be performed 

based on degree of belongingness. For the test document, let 𝐹𝑡 = [𝑓𝑡1, 𝑓𝑡2, … , 𝑓𝑡𝑚] be a 𝑚 dimensional 

feature vector. Let 𝑅𝐹𝑗
𝑙  is the reference document of 𝑗𝑡ℎ  cluster of 𝑙𝑡ℎ class with interval values. Each 𝑚𝑡ℎ 

feature value is compared with the corresponding intervals of 𝑅𝐹𝑗
𝑙 . The degree of belongingness will be 

determined by the number of features whose values fall inside the corresponding interval. If the value falls 

inside the interval, then count is 1 else 0. Belongingness count 𝐵𝑐 is used to determine the class label for the 

test document as shown in (11) and (12). 
 

𝐵𝑐 =  ∑ 𝐶(𝑓𝑡𝑘 , [𝑓𝑗𝑘
−, 𝑓𝑗𝑘

+])𝑚
𝑘=1  (11) 

 

𝐶(𝑓𝑡𝑘 , [𝑓𝑗𝑘
− , 𝑓𝑗𝑘

+]) =  {
1;    𝑖𝑓 (𝑓𝑡𝑘 ≥ 𝑓𝑗𝑘

− 𝑎𝑛𝑑 𝑓𝑡𝑘 ≤ 𝑓𝑗𝑘
+)

0;     𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                              
 (12) 

 

Belongingness count is computed for all clusters of all classes. Later the test document class label is 

predicted based on the class having the highest 𝐵𝑐. In this way the Kannada document classification task is 

performed. The experimental results with comparison of other representational methods and selection 

methods are discussed in next section. 
 

 

4. EXPERIMENTATIONS WITH RESULTS 

The subsequent section presents the information on the datasets used, experimentations carried out 

and comparison of the proposed feature selection methods. 
 

4.1.  The datasets 

The Indian regional language, Kannada is less resourced specially at the document level.  

The proposed model is applied on the following two Kannada document datasets. The first version of dataset 

(small) has 300 Kannada documents of different sections. This small dataset contains 5 categories like space, 

politics, crime, sports, and economics. This dataset is a subset of the larger dataset presented further.  

The second dataset is a larger dataset [6] which contains 11,045 documents that are unevenly distributed 

among 10 categories. The details of these datasets are as shown in Figures 3 and 4. 
 

 

 
 

Figure 3. Details of Kannada documents dataset (smaller) 
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Figure 4. Details of Kannada documents dataset (larger) 
 

 

4.2.  Experimentations 

The raw Kannada documents are preprocessed by removing punctuations, algebraic numbers, and 

stopwords (frequency based). Tokenized Kannada terms are unicode encoded as discussed in former section. 

Further, based on the positional encoding method the terms sequential information is extracted and embedded 

into the document term matrix. This leads to s-DTM 𝑋 of size (𝐿𝑁 × 𝑡). The RLPI is applied for 

dimensionality reduction and hence 𝑋 transforms to 𝑌 of size (𝐿𝑁 × 𝑚). RLPI [7] is chosen because it 

discovers the document space’s discriminating structure. 

Further, the experiments are conducted over the dataset split ratio of 50:50 and 60:40.  

As aforementioned, RLPI is applied to select m features ranging from 1 to 15 dimensions. Following, the 

proposed cluster based symbolic representation is applied for the training set, resulting in symbolic vectors 

for each class. Fuzzy C means (FCM) algorithm is used for clustering due to its strength of identifying the 

clusters and even the boundaries are overlapping in the data. The number of clusters in each experimentation 

is empirically decided. Later symbolic feature selection is applied to select optimal features subset, and 

symbolic document classifier is used for classification of test documents. The number of clusters in each 

experimentation is empirically decided. Each experiment is repeated 3 times, and minimum accuracy, 

maximum accuracy, and average accuracy is noted as shown in Tables 2 to 4. The experiment results are 

tabulated for various representations like SRS_TF, SRS_TF-IDF, SRS_PE-TF-IDF.  

In Table 2, Kannada documents are classified by using proposed symbolic document classifier.  

In this work, the documents are represented using SRS_TF vectors. For the small dataset of 60:40 split ratio, 

with 3 clusters of documents in each class, resulted 85.57% of average accuracy. Similarly for large dataset, 

the 60:40 split ratio, with 3 clusters of documents in each class, resulted 84.69% of average accuracy. 

Further, with respect to SRS_TF-IDF document vectors’ results are tabulated in Table 3. Here, for both small 

and large datasets, 60:40 split ratio with 3 document clusters at each class yielded 86.65% and 85.90% of 

average accuracy respectively. In Table 4, classification accuracy of symbolic document classifier is 

presented for the proposed method (semantic symbolic representation) SRS_PE_TF-IDF. Among 50:50 and 

60:40 train-test splits, 60:40 split experiments with 3 clusters for both datasets yielded highest results with 

89.10 and 87.65% average accuracy respectively.  
 
 

Table 2. Classification accuracy of the symbolic document classifier on Kannada document datasets using SRS_TF 
Dataset Training vs Testing Number of clusters Minimum accuracy Maximum accuracy Average accuracy 

Small dataset 50 vs 50 1 72.62 76.52 75.20 

60 vs 40 1 74.95 79.40 76.85 

50 vs 50 2 69.19 72.05 70.66 
60 vs 40 2 72.56 75.34 74.13 

50 vs 50 3 76.25 80.26 79.78 

60 vs 40 3 83.26 87.25 85.57 

50 vs 50 4 75.64 78.65 76.32 

60 vs 40 4 76.58 79.59 78.60 
Large dataset 50 vs 50 1 65.63 69.17 67.38 

60 vs 40 1 68.88 70.45 69.84 

50 vs 50 2 71.38 75.39 74.99 

60 vs 40 2 72.56 76.45 74.97 

50 vs 50 3 76.52 79.45 78.61 
60 vs 40 3 81.26 85.57 84.69 

50 vs 50 4 68.26 71.52 68.95 

60 vs 40 4 70.56 74.52 72.26 
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Table 3. Classification accuracy of the symbolic document classifier on Kannada document datasets using 

SRS_TF-IDF 

Dataset Training vs Testing Number of clusters 
Minimum 
accuracy 

Maximum 
accuracy 

Average 
accuracy 

Small dataset 50 vs 50 1 70.38 73.26 72.19 

60 vs 40 1 71.95 73.95 72.85 

50 vs 50 2 71.58 75.05 74.65 

60 vs 40 2 74.69 78.34 76.32 
50 vs 50 3 78.50 82.55 80.87 

60 vs 40 3 85.55 88.60 86.65 

50 vs 50 4 80.45 82.05 81.25 

60 vs 40 4 81.50 83.90 82.55 

Large dataset 50 vs 50 1 68.85 70.25 69.50 
60 vs 40 1 70.65 73.95 72.40 

50 vs 50 2 72.40 76.39 74.50 

60 vs 40 2 74.60 78.85 77.65 

50 vs 50 3 79.68 83.58 82.50 

60 vs 40 3 83.50 86.90 85.90 
50 vs 50 4 70.30 72.10 71.55 

60 vs 40 4 74.60 77.25 76.55 

 

 

Table 4. Classification accuracy of the symbolic document classifier on Kannada document datasets using 

SRS_PE-TF-IDF 

Dataset Training vs Testing Number of clusters 
Minimum 

accuracy 

Maximum 

accuracy 

Average 

accuracy 

Small dataset 50 vs 50 1 74.95 77.65 76.50 
60 vs 40 1 76.10 78.58 77.10 

50 vs 50 2 73.26 75.05 74.12 

60 vs 40 2 74.65 77.45 75.50 

50 vs 50 3 81.90 84.60 83.65 
60 vs 40 3 87.10 90.25 89.10 

50 vs 50 4 82.65 83.15 82.95 

60 vs 40 4 84.60 86.85 85.95 

Large dataset 50 vs 50 1 70.50 72.65 71.35 

60 vs 40 1 72.64 75.15 73.56 
50 vs 50 2 75.20 78.65 77.65 

60 vs 40 2 77.10 79.25 78.35 

50 vs 50 3 80.65 83.55 82.45 

60 vs 40 3 84.95 88.25 87.65 

50 vs 50 4 71.50 73.25 72.65 
60 vs 40 4 73.55 75.50 74.20 

 

 

The various state-of-the-art machine learning classifiers results are tabulated in Tables 5 and 6.  

The classifiers like decision tree (DT), k-nearest neighbor (KNN), SVM with various kernels, rule-based 

classifier and the proposed symbolic classifier are compared. A special observation is noted for 50:50  

train-test split ratio of large dataset. The proposed classifier yielded marginally high accuracy of 82.50% for 

SRS_TF-IDF than 82.45% of accuracy for SRS_PE-TF-IDF. But for 60:40 train-test split of large dataset, 

SRS_PE-TF-IDF yields 87.65% of accuracy, which is higher than SRS_TF-IDF. This observation reflects 

that more training samples contribute to the better semantic information analysis. For both small and large 

Kannada document datasets. The proposed classifier yields better results in all variants of symbolic 

representations. The semantic symbolic representation yields best average accuracy of 89.10% and 87.65% 

using symbolic classifier which is applied on small and large datasets respectively. 

 

 

Table 5. Comparative analysis of the symbolic classifier with other classifiers using 50:50 ratio 
Classifier SRS_TF SRS_TF-IDF SRS_PE-TF-IDF 

Small dataset Large dataset Small dataset Large dataset Small dataset Large dataset 

DT 64.50 62.35 69.55 67.45 71.55 70.20 

KNN classifier 74.25 70.25 76.55 73.55 77.85 75.20 
SVM - linear 76.55 74.60 78.95 75.15 79.65 76.50 

SVM - RBF 71.40 70.55 73.65 71.05 76.55 72.20 

SVM - sigmoid 78.90 76.30 80.15 76.95 80.94 78.60 

SVM -polynomial 74.64 70.21 76.54 72.88 78.54 76.69 

Rule based classifier 69.58 67.56 71.45 68.33 73.69 71.52 
Symbolic classifier 79.78 78.61 80.87 82.50 83.65 82.45 
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Table 6. Comparative analysis of the symbolic classifier with other classifiers using 60:40 ratio 
Classifier SRS_TF SRS_TF-IDF SRS_PE-TF-IDF 

Small dataset Large dataset Small dataset Large dataset Small dataset Large dataset 

DT 66.36 63.49 71.36 70.83 73.58 71.55 

KNN classifier 77.84 73.55 78.36 76.59 79.64 78.65 

SVM - linear 79.83 77.54 81.23 80.45 83.65 81.74 

SVM - RBF 74.65 72.15 74.65 71.94 78.46 76.94 
SVM - sigmoid 81.26 80.24 83.56 82.55 84.33 83.16 

SVM -polynomial 76.92 74.56 79.55 76.54 81.76 80.38 

Rule based classifier 70.12 69.15 74.36 71.55 76.58 72.66 

Symbolic classifier 85.57 84.69 86.65 85.90 89.10 87.65 

 

 

4.3.  Comparison of proposed symbolic representation and selection with stacked ensemble feature selection 

To overcome various shortcomings of conventional feature selection methods, ensemble feature 

selection methods are proposed. In ensemble we can find the right blending of various feature selection 

methods. As this is the extended work of stacked ensemble feature selection on Kannada documents [44],  

we discuss the comparison of results between the proposed semantic symbolic feature selection and the 

stacked ensemble feature selection methods. In stacked ensemble feature selection method, there are two 

layers. First layer consists of chi-square and mutual information gain statistical methods. Following in the 

second layer we have XGBoost method. Selected features of first layer are given as input for the second layer 

to further identify the most discriminative features. Through this ensemble of feature selection methods vital 

features are identified and used for the Kannada documents classification. 

The proposed SRS (SRS_PE-TF-IDF) is compared with stacked ensemble feature selection by 

applying SVM, KNN, and DT classifiers for the large dataset split of 60:40 train-test split. The same is 

presented in Figure 5. Rather than the crisp feature values, interval value features yield better results.  
Here symbolic classifier is not used for comparison because stacked ensemble features are crisp valued. 

Among the aforementioned classifiers, SVM does better with both feature selection methods. Further, the 

proposed symbolic feature selection SRS_PE-TF-IDF yields significant increase in average accuracy of 

83.16% when compared to stacked ensemble feature selection method for SVM classifier. 
 

 

 
 

Figure 5. Comparison of proposed SRS with stacked ensemble feature selection 
 

 

5. CONCLUSION WITH FUTURE SCOPE 

It is evident from all the experimental results, that semantic symbolic representation with symbolic 

feature selection and symbolic document classifier results better in the Kannada document classification task. 

The proposed experiments reveal that the interval data representation aids in storing the intra class variance 

information. The positional encoding embeds the terms sequence positional information and helps in storing 

attention or semantic based information. At the document level of natural language processing tasks, 

dimensionality is one of the major challenges. To address the dimensionality reduction the symbolic feature 

selection is proposed, and it resulted in better accuracy for Kannada documents classification. From all 

experiments, the proposed representation and selection approach (SRS_PE-TF-IDF) resulted in the highest 

average accuracy of 87.65% for the 60:40 train-test split of a large dataset. The proposed methods also obtain 
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an average accuracy of 89.10% for the small dataset with a 60:40 train-test split ratio, which is higher than 

that of existing state-of-the-art methods. Since Kannada is a low resource language, the proposed methods 

could be used for newly constructed, larger Kannada document collections in future work. Further, as the 

dataset is unbalanced, the experimentations could be extended to K-Fold validations. After the creation of 

larger dataset, then the semantic symbolic feature vectors behaviors could be analyzed with various neural 

network classifiers in future. These proposed methods could also be applied for other natural language 

processing tasks like named entity recognition, sentiment analysis at paragraph level, and summarization. 
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