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 One of the indicators for measuring poverty is per capita expenditure. 

However, collecting timely and reliable per capita expenditure data is quite 

challenging and expensive, as it requires collecting detailed household data 

directly. One way to deal with this issue is to use satellite image data 

processed by machine learning methods. This research proposes a method to 

predict the per capita expenditure of regencies or cities in Indonesia based on 

satellite imagery using machine learning techniques, such as k-nearest 

neighbors (KNN), random forest (RF), extreme gradient boosting 

(XGBoost), and support vector machine (SVM). The predictions are stacked 

to predict per capita expenditure using least absolute shrinkage and selection 

operator (LASSO) regression as the meta-learner. The model is trained on 

Google-Earth-based satellite imagery of Java Island, Indonesia, which 

provides more update field conditions compared to data collected from 

Statistics Indonesia (BPS). The research found that the stacked model 

outperforms the individual methods. However, the R2 criterion of the 

stacked method is comparable to that of RF, which is slightly higher than the 

others.  
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1. INTRODUCTION  

Poverty is a crucial issue on a global scale which becomes a big concern of all countries, including 

Indonesia. Poverty is characterized by an economic incapacity to fulfill essential food and non-food needs as 

measured through the per capita expenditure. A population is classified as poor if its average monthly per 

capita expenditure falls below the poverty threshold. Policymakers rely on measures of poverty metrics, 

assessed at the household or district level, to allocate government resources and assistance effectively.  

In most countries, household income or household consumption serves as the primary basis for determining 

the welfare of the poor [1]. Unfortunately, collecting reliable data to measure poverty based on per capita 

expenditure is both time-consuming and costly, as it requires detailed household surveys [2].  

Statistics Indonesia (BPS) is a government agency in Indonesia which is responsible to provide 

required data for policymaking, as well as to assist statistical activities in other government institutions.  

One of BPS main activities is to conduct the National Socio-Economic Survey (Survei Sosial Ekonomi 

Nasional or SUSENAS) twice a year, where the consumption expenditure data is collected. Given the long 

time of data updating process and the high cost of survey for data collection, a new strategy of collecting the 

required data is indispensible. One of the proposed strategies to estimate poverty is to leverage the sattelite 
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image or mobile data. The satellite image data can be obtained from Google Earth. For instance, it has been 

showed that light levels observed from sattelite image data is correlated with asset-based wealth measures in 

37 African countries [3]. Another research showed that luminuousity from nighttime light can improve the 

estimates at regional level of countries with the poor statistical system [4]. Although the processing of 

satellite images can enhance the estimate of economic features, the methods used to capture surface 

conditions have yet to achieve convincing results, as the level of light captured by the satellite is 

indistinguishable from the noise especially when measuring low-income areas [4]. Mobile data is introduced 

as an alternative to infer socioeconomic status and utilized to estimate poverty [5]. Although the method 

shows convincing results, it can not be generalized to the case of other countries due to different features 

available in the mobile phone. Several other work examine the implementation of satellite imagery are the 

following [6]–[8]. Considering the benefits of using satellite imagery, this study aims to evaluate the 

effectiveness of this data in estimating poverty levels. 

Daytime digital images have a higher image resolution than nighttime digital images. This image 

contains visible objects such as buildings, roads, cars, farm fields, and roofs that allow identifying the  

well-being of an area. Image color is usually used as the feature for object identification, such as plants have 

shades of green, urban areas are usually silver or gray which comes from concentration of concrete or other 

building materials. In addition to color, objects that can be identified are patterns, shapes, and textures. Farms 

usually have prominent geometric shapes rather than naturally occurring patterns. Deforestation is often 

square. The straight lines that appear are almost certainly roads, canals, to regional boundaries. It is found 

that visible visual objects have correlation with expenditure level, so that it can capture the heterogeneity of 

poverty level in those specific areas [9], e.g., roads are correlated with economic development, which thus 

provide useful information about the level of development of an area [10]. Related research on the use of 

digital images can be found in references [9], [11]–[15].  

Leveraging sattelite image for poverty estimation is a complex work which requires a fast and 

realiable method. Machine learning approach is one of the solutions to solve this issue. VGG16 architecture 

implemented to predict socioeconomic indicators in the context of poverty mapping in Philippine archipelago 

[12]. More machine and deep learning approaches, e.g., decision tree regression (DTR), support vector 

machine (SVM), random forest regression (RFR), multi-layer perceptron (MLP), and one-dimensional 

convolutional neural network (CNN-1D) are utilized to process and analyze multi-source satellite imagery 

for poverty mapping in East Java, Indonesia [16]. However, performance of those methods needs to be 

improved. One of the techniques to optimize prediction is by stacking the methods. Prior research implement 

this technique integrate multiple classifiers to the heart failure study [17]. The advantages of stacking 

methods in these contexts include improved prediction accuracy and the ability to harness diverse classifier 

strengths, leading to more robust and reliable models [18]. With these advantages, this research proposes 

stacking of several machine learning methods to improve the prediction performance. We propose to use 

least absolute shrinkage and selection operator (LASSO) regression [19] as a meta-learner. LASSO 

regression has been used in economic [19] and biology fields [20]. Due to frequently update of Google digital 

imagery, using available satellite imagery data combined with machine learning tools to identify image 

features is expected to effectively improve the predictability of per capita expenditures. We employ root 

mean square error (RMSE) and R2 to evaluate the comparison of the proposed method with other machine 

learning techniques.  

The structure of this paper is organized as follows: section 2 outlines the materials and methods 

applied in this study, detailing the data, analytical tools, and techniques employed. In section 3, we discuss 

the results of our analysis, accompanied by a thorough discussion of their implications. Lastly, section 4 

presents the conclusion, summarizing the main findings and their potential implications. 

 

 

2. MATERIALS AND METHOD 

2.1.  Data 

This research uses two datasets to evaluate the method’s performance i.e the per capita expenditure 

data sourced from the BPS and image data from Google map. The area of study is Java Island, Indonesia, 

with its spatial location illustrated in Figure 1. Figure 1 depicts raw image of Java Island captured from the 

Google map. The per capita expenditure data were collected per district or city in 2018. The downloaded 

image was taken at zoom level 16 and is 400×400 pixels in size. The image will cover an area of 1 km2.  

To determine the location of the image to be downloaded, it is necessary to provide a shapefiles file that 

defines the boundaries of the region. In the shapefiles file used, there are 117 districts/cities for the Java 

region. An active Maps Static application programming interface (API) is required to download images 

automatically. In total there are 222,269 images obtained from Google Maps.  
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Figure 1. Spatial map of Java Island, Indonesia 
 

 

2.2.  Digital image 

Image is represented as a function 𝑓(𝑎, 𝑏) where a and b are coordinated on a flat plane that 

represents the value of a pixel in two dimensions [21]. One of the color models is the red, green, blue (RGB) 

model. RGB representation of images comprises three-color channels i.e., red, green, and blue each with 

values ranging from 0 to 255. Practically, a color image can be expressed as a vector of three functions as 

written in (1) [22].  
 

𝑓(𝑎, 𝑏) = [𝑟(𝑎, 𝑏) 𝑔(𝑎, 𝑏) 𝑏(𝑎, 𝑏)]) (1) 
 

Where 𝑎 and 𝑏 indicates latitude and longitude of the specific location respectively. 
 

2.3.  Convolutional neural network 

A CNN is designed to identify visual patterns directly from images with minimal preprocessing. 

CNN is described as a neural network that incorporate convolution operations instead of general matrix 

multiplication in at least one of their layers [23]. The neurons in a CNN are organized in three dimensions. 

Typically, a CNN composed of three primary layers i.e. convolutional, pooling, and fully connected layer [22]. 
 

2.4.  Transfer learning 

Transfer learning involves transferring knowledge from a pre-trained network to a new network to 

address similar problems [22]. This technique is implemented to accelerate the training process and enhance 

model performance. Some examples of pre-trained models are Xception, VGGNet, ResNet, Inception, and 

MobileNet. Two use cases of transfer learning are fine-tuning and feature extraction [24].  
 

2.5.  VGG16 

VGGNet was developed by the Visual Geometric Group of Oxford University. This architecture 

secured the second place in the ImageNet large scale visual recognition challenge 2014 (ILSVRC-2014) 

competition with a test error of 7.3%. VGG16, one of the best-performing networks, comprises 16 

convolutional and pooling layers followed by three fully connected layers and a softmax function [22].  

The input to this architecture is a fixed 224×224 RGB image size. It uses a 3×3 a convolution layer with a 

stride of 1 pixel and a padding of 1 pixel. Spatial pooling is performed by 5 layers of max-pooling layers, 

each using a 2×2-pixel window with a stride 2. All hidden layers utilize rectified linear unit (ReLu) 

activation. In total, the VGG16 has 138 million parameters. 
 

2.6.  Support vector regression 

The suport vector (SV) algorithm is a nonlinear extension of the generalized portrait algorithm 

introduced by Vapnik [25]. SVM addresses binary classification by framing it as a convex optimization 

problem. This requires identifying the maximum-margin hyperplane that best separates classes while 

correctly classifying as many training points as possible. Support vector regression (SVR) defines ϵ-

insensitive region around the function, known as ϵ-tube. SVR is also formulated as an optimization problem 

by establishing a convex insensitive loss function to minimize, aiming to find the flattest tube that contains 

the majority of training samples. The hyperplane is represented in the form of a support vector, namely the 

training sample located outside the tube boundary [26]. For multidimensional data, the multivariate 

regression function is written in (2). 
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𝑓(𝑥) = [
𝑤
𝑏

]
𝑇

[
𝑥
1

] = 𝑤𝑇𝑥 + 𝑏, 𝑥, 𝑤 ∈ ℝ𝑀+1 (2) 

 

The SVR tries to identify the narrowest tube surrounding the surface while minimizing prediction errors.  

This condition leads to the formulation of the objective function presented in (3), where the magnitude of the 

vector is normal to the approximated surface.  
 

min
𝑤

1

2
‖𝑤‖2 (3) 

 

The SVR utilizes an ϵ-insensitive loss function that penalizes predictions deviating from desired 

output. The value of ϵ determines the width of the tube; decreasing ϵ leads to an increase in the number of 

support vectors, whereas increasing ϵ results in fewer support vectors. Reducing ϵ will result in more support 

vectors, while increasing ϵ will result in fewer supporting vectors. The standard formulation of SVR for 

addressing the approximation problem is represented in (4) [27]. 
 

𝑓(𝑥) = ∑ (𝛼𝑖
∗ − 𝛼𝑖)

𝑁
𝑖=1 𝑘(𝑥𝑖 , 𝑥𝑗) + 𝑏 (4) 

 

Some kernel functions used in SVR are as follows: 

‒ Linear kernel where 𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖
𝑇𝑥𝑗 

‒ Polynomial kernel where 𝑘(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖
𝑇𝑥𝑗 + 1)

𝑛
, 𝑖, 𝑗 = 1,2, … , 𝑛. Figure 2 shows kernel 𝑘(𝑥𝑖 , 𝑥𝑗) for 

−∞ < 𝑥 < +∞. 
 

 

 
 

Figure 2. Polynomial kernel illustration 
 

 

‒ Radial basis function (RBF) where 𝑘(𝒙𝑖 , 𝒙𝑗) = 𝑒𝑥𝑝 (−𝛾‖𝒙𝑖 − 𝒙𝑗‖
2

). If 𝒙𝑖 = 𝒙 and −∞ < 𝑧 < +∞, then 

the RBF kernel 𝑘(𝒙, 𝒛) can be illustrated in Figure 3. Generally, this kernel has fine performance [28].  
 

 

 
 

Figure 3. RBF kernel illustration 
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During the training process, SVR finds the margin hyperplane by estimating sets of parameter  

𝛼𝑖 and 𝑏 [29]. SVR performance is also determined by another set of parameters, the so-called 

hyperparameters. These are the soft margin constant 𝐶 and the parameter of the kernel, 𝛾, 𝜎, or 𝑛. 
 

2.7.  Random forest 

RFs aims to combine weak learners (e.g., a single decision tree) into strong learners. The RF 

development process closely follows the bagging method, given a training set contains 𝑁 samples with 𝑀 

features. The initial step involves bootstrap sampling, where a random sample of 𝑁 casesis taken with 

replacement as the training dataset from every single decision tree. At each node, the algorithm randomly 

selects m variables (where 𝑚 < 𝑀), then identifies the predictor variable that gives the best separation 

among the m variables. A complete tree is then grown without pruning. The predicted outcome is derived 

from each tree. Consequently, we can obtain predictive results by calculating the mean or weighted average 

for regression tasks, or through majority voting for classification tasks. 

RF utilize two parameters, namely 𝑛-tree (the number of trees) and 𝑚-try (the number of features 

used to find the best features), whereas the bagging method employs only uses n-tree as a parameter. Thus, if 

we set m-try equal to the total number of features in the training dataset, the RF equals tobagging method. The 

primary advantages of RFs include ease of computation, efficient data processing, and resilience to errors from 

missing or unbalanced data. A notable disadvantage of a RF is that it cannot predict values beyond the range of 

the training dataset and are susceptible to overfitting in the presence to noisy data over-fitting [30]. 
 

2.8.  XGBoost 

Extreme gradient boosting (XGBoost) is a machine learning technique employed for regression 

analysis and classification, derived from gradient boosting decision tree (GBDT). This method was first 

introduced by [31], who linked boosting and optimization in the development of gradient boosting machine 

(GBM). The boosting approach involves creating a new model to predict the errors made by the previous 

model, and this process is used in the boosting method. The addition of new models is carried out until no 

more error corrections can be made. The gradient boosting method uses gradient descent to minimize errors 

when creating a new model. The computational process of the XGBoost algorithm is shown in Figure 4 [32]. 

A new tree is created in the direction of the negative gradient of the loss function. As the number of tree 

models increases, the loss diminishes progressively. 
 

 

 
 

Figure 4. A schematic diagram of XGBoost algorithm 
 

 

The predicted value at step 𝑡 is assumed to be y based on (5).  
 

𝑦̂𝑖
(𝑡)

= ∑ 𝑓𝑘(𝑥𝑖)𝑡
𝑘=1  (5) 

 

For the XGBoost algorithm, determining the number of trees and depth is important. The problem in finding 

the optimum algorithm can be changed by searching for a new classification that can reduce the loss function, 

with the target loss function shown in (6). 
 

𝑂𝑏𝑗(𝑡) = ∑ 𝑙(𝑦𝑖 , 𝑦̂𝑖
(𝑡)

)𝑡
𝑖=1 + ∑ Ω(𝑓𝑖)

𝑡
𝑖=1  (6) 

 

Because the ensemble tree model in (6) is a function as a parameter and cannot be optimized using traditional 

optimization methods on Euclidean space. So it was replaced with a model trained in an additive way, with 𝑦 

using the 𝑖-th prediction and t-th iteration [33]. In minimizing the loss function, 𝑓𝑡 is added so that the (7) is 

obtained as (7). 
 

𝑂𝑏𝑗(𝑡) = ∑ 𝑙(𝑦𝑖 , 𝑦̂𝑖
(𝑡)

)𝑡
𝑖=1 + (𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (7) 

 

The regularization term Ω(𝑓𝑖) can be calculated using (8) which is used to reduce model complexity and can 

improve usability on other datasets. 
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Ω(𝑓𝑖) = 𝛾𝑇 +
1

2
𝜆‖𝜔‖2 (8) 

 

2.9.  LASSO regression 

The linear regression model, in general, can be written as (9). 

 

y = Xβ + ε (9) 

 

Where y is the observation vector of the response variables with size n×1, 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛)𝑇,  

𝑥𝑖 = (𝑥𝑖1 , 𝑥𝑖2, . . . , 𝑥𝑖𝑝), i=1,2,…, n is the n×p matrix of predictor variables and 𝜀 = (𝜀1, 𝜀2, . . . , 𝜀𝑛)𝑇  is the 

error vector. E(εi)=0 and Var(εi)=σ2. Then it will be searched 𝛽̂ = (𝛽̂0, 𝛽̂1, . . . , 𝛽̂𝑝)
𝑇
 as an estimator for β 

which will find the sum of the squares of the errors, namely εTε.  

One of the assumptions that must be met when using linear regression is that the predictor variables 

used should not be multicollinear. LASSO regression is one of the methods used to select predictor variables 

when multicollinearity occurs in the regression model. By standardizing column X so that 𝑛−1 ∑ 𝑥𝑖𝑗
𝑛
𝑖=1 = 0 

and 𝑛−1 ∑ 𝑥𝑖𝑗
2𝑛

𝑖=1 = 1, the LASSO 𝛽̂ estimator is defined as (10).  

 

β̂ = arg min
𝛽

{∑ (𝑦𝑖 − 𝑥𝑖
𝑇𝛽)2𝑛

𝑖=1 } (10) 

 

With the constraint function ∑ |𝛽𝑗| ≤ 𝑠
𝑝
𝑗=1 , where s is a quantity that controls the amount of shrinkage in the 

LASSO regression coefficient. The (10) can also be written as (11). 

 

β̂ = arg min
𝛽

{∑ (𝑦𝑖 − 𝑥𝑖
𝑇𝛽)2 + 𝜆 ∑ |𝛽𝑗|

𝑝
𝑗=1

𝑛
𝑖=1 } (11) 

 

With λ is the tuning paramater of LASSO regression. λ has a maximum value of 0. If the value of alpha close 

to 0, the LASSO estimate is equal to ordinary least squares (OLS) estimate. The LASSO estimation does not 

have an explicit solution because the LASSO regression constraint function is an absolute function that 

cannot be derived at the inflection point. One way to get the LASSO estimate is to use the least-angle 

regression (LARS) algorithm [34].  

 

2.10.  K-nearest neighbors  

K-nearest neighbours (KNN) was developed with the assumption that similar things exist in close 

proximity to each other and can be applied to regression and classification. As a parametric model, linear 

regression has several advantages, including easy to get fit values and simple interpretation, but has a 

weakness in terms of flexibility, especially in terms of assumptions that must be met. KNN is a  

non-parametric method, comes with more flexibility and can overcome the problem of assumptions. KNN 

estimates the relationship between independent variables and sustainable outcomes by averaging 

observations in the same neighbor. The KNN model can be written as (12). 

 

𝑌 = 𝑓(𝑋) + 𝜀 (12) 

 

Where 𝑓(𝑥) =
1

𝐾
∑ 𝑦𝑗𝑥 𝑖𝑛 𝑁  and K are the numbers of neighbors. 

The KNN algorithm is: i) determine the metric distance; ii) determine the number of nearest 

neighbors (k<n); iii) calculate the distance from another data point to the desired point; iv) sort the distance 

from smallest to largest; and v) calculate the average of the KNN. Generally, KNN uses Euclidean distance 

in distance calculation. For p dimensions and data samples, the Euclidean distance between 2 points 

𝑎1, 𝑎2, 𝑎3, . . . , 𝑎𝑝 and 𝑏1, 𝑏2, 𝑏3, . . . , 𝑏𝑝 is (13) [35].  

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 = √(𝑎1 − 𝑏1)2 + (𝑎2 − 𝑏2)2 + ⋯ + (𝑎𝑝 − 𝑏𝑝)
2
 (13) 

 

While the response variable value for new data (xnew) can be calculated by (14).  

 

𝑦𝑛𝑒𝑤(𝑥𝑛𝑒𝑤) =
1

𝑘
∑ 𝑦𝑖𝑖∈𝑘(𝑥𝑛𝑒𝑤)  (14) 

 

The value of k determines the accuracy of the model so choosing the optimal value of k is very important. 
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2.11.  Goodness of fit 

In this research, the goodness of fit was measured by R2 and RMSE. R2 is used for explanatory 

purposes and explains how well the independent variable can explain the variability in the dependent 

variable. While RMSE shows the level of goodness of fit based on error, where the smaller the RMSE value, 

the better the model used. R2 is calculated by (15). 

 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−𝑦̅𝑖)2𝑛
𝑖=1

= 1 −
1

𝑛
∑ (𝑦𝑖−𝑦̂𝑖)2𝑛

𝑖=1
1

𝑛
∑ (𝑦𝑖−𝑦̅𝑖)2𝑛

𝑖=1

 (15) 

 

Next RMSE is calculated by (16). 

 

𝑅𝑀𝑆𝐸 = √
∑(𝑦𝑖−𝑦̂𝑖)2

𝑛
 (16) 

 

 

3. RESULTS AND DISCUSSION 

The geographic distribution of population welfare is a key determinant of economic growth and 

serves as a crucial basis for decision-making regarding resource allocation. Figure 5 illustrates the 

distribution of per capita expenditure across cities and regencies on Java Island in 2018. Figure 6 highlights 

that the distribution of consumption expenditure per capita is right-skewed and identifies seven outliers, 

represented by points adjacent to the boxplot. Five of these outliers are located in Jakarta's mainland, with the 

remaining two in the City of Semarang and the City of Bekasi. Families residing in these cities spend,  

on average, over 20 million rupiahs annually, whereas a typical family in Temanggung Regency spends only  

8.2 million rupiahs. 

 

 

 
 

Figure 5. Map distribution of consumption expenditure per capita in 2018 

 

 

Each image obtained from Google Maps is processed using the VGG16 model, extracting a 4096-

dimensional feature vector that serves as the predictor variable. The data set, consisting of 117 observations 

representing consumption expenditure per capita at the city/regency level, is divided into a training set  

(80% of the data) and a validation set (20% of the data). Given the small size of the data, we employ 

bootstrap sampling with 25 repetitions as a cross-validation technique. 

Our base models include XGBoost, KNN, RF, and SVM. Each model undergoes hyperparameter 

tuning, with RF, XGBoost, and KNN having 6, 16, and 10 hyperparameter combinations, respectively.  

The SVM model is tuned across 20 hyperparameter combinations, distributed equally among four kernels: 

linear, 2nd-degree polynomial, 3rd-degree polynomial, and RBF. The predictions from these seven base 

models are used as new predictor variables in a stacked model, where LASSO regression is employed to 

generate the final prediction. LASSO regression is chosen due to the high correlation among the base model 

predictions, ensuring a more robust final model. Figure 7 illustrated the performance result of all models’; 

training set is illustrated in Figure 7(a) and validation set is illustrated in Figure 7(b).  
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Figure 6. Distribution of consumption expenditure per capita 

 

 

 
(a) 

 

 
(b) 

 

Figure 7. Performance results of (a) training set and (b) validation set 

 

 

The stacked model achieved a lower RMSE than RF and the other models in both the training and 

validation sets. However, it exhibited the highest standard deviation in both RMSE and R², suggesting that 

the stacked model (LASSO regression) struggled to generalize well to the training data. In terms of R² values, 

the stacked model was outperformed by RF and performed similarly to XGBoost and KNN in the training 

set, indicating it did not achieve the best R². In the validation set, the stacked model's performance was 
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comparable to that of RF. On the other hand, the SVM with an RBF kernel was the poorest-performing 

model, likely due to suboptimal hyperparameter combinations. Optimizing the RBF SVM would require 

more time and resources.  

The model stacking approach yields excellent results when applied to the entire dataset, as shown in 

Figure 8, with an RMSE of 936.7027 and an R² of 0.9385487. The stacked model appears to handle outliers 

reasonably well, as 4 out of the 7 outliers have residuals less than twice the RMSE. However, the model 

tends to underpredict when the consumption expenditure per capita exceeds 15,000. While the results are 

promising, the validation phase suggests that the model may not be sufficiently robust for predicting new 

data. Figure 9 presents a map of the stacked model's predictions, which clearly shows that high degree of 

error observed only for few districts.  

 

 

 
 

Figure 8. Comparison between actual and predicted value 

 

 

 
 

 
 

Figure 9. Mapping prediction results and percentage of model error 
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4. CONCLUSION 

The stacked model is the most accurate but also the least precise among the models tested.  

The stacking method provides only marginal improvements in RMSE and R² compared to individual models, 

such as RF, suggesting that model selection may yield performance comparable to model stacking.  

This implies that the benefits of stacking are limited in this context. Our model's performance aligns with 

findings from various previous studies. However, predicting economic indicators using feature extraction 

from satellite images does not outperform traditional econometric methods. To enhance the predictive power 

of satellite images, fine-tuning a CNN through transfer learning could be explored in future work. Although 

their results did not surpass traditional econometric methods, their approach highlights that selecting the right 

CNN architecture and optimizing its parameters could potentially close this gap. Fine-tuning the CNN is 

expected to produce results that are more competitive with traditional methods. 
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