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 Arrhythmia can lead to heart failure, stroke, and sudden cardiac arrest. 

Prompt diagnosis of arrhythmia is crucial for appropriate treatment. This 

analysis utilized four databases. We utilized seven machine learning (ML) 

algorithms in our work. These algorithms include logistic regression (LR), 

decision tree (DT), extreme gradient boosting (XGB), k-nearest neighbors 

(KNN), naïve Bayes (NB), multilayer perceptron (MLP), AdaBoost, and a 

bagging ensemble of these approaches. In addition, we conducted an 

analysis on a stacking ensemble consisting of XGB and bagging XGB. This 

study examines various arrhythmia detection techniques using both a single 

base dataset and a composite dataset. The objective is to identify the optimal 

model for the combined dataset. This study aims to evaluate the efficacy of 

these models in accurately categorizing normal (N) and abnormal (A) 

heartbeats as binary classes. The empirical findings demonstrated that the 

stacking ensemble approach exhibited superior accuracy when used with the 

combined dataset. Arrhythmia classification models rely on this as a crucial 

component. The binary classification achieved an accuracy of 98.61%, a 

recall of 97.66%, and a precision of 97.77%. Subsequently, the local 

interpretable model-agnostic explanations (LIME) technique is employed to 

assess the prediction capability of the model.  

Keywords: 

Arrhythmia 

Electrocardiogram 

Extreme gradient boosting 

LIME 

Machine learning 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Ferdib-Al-Islam 

Department of Computer Science and Engineering, Northern University of Business and Technology Khulna 

Khulna-9100, Bangladesh 

Email: ferdib.bsmrstu@gmail.com 

 

 

1. INTRODUCTION 

Arrhythmias, which are irregular rates or rhythms of heartbeats, reveals faulty heart functions. 

Severe arrhythmias can result in insufficient blood circulation, leading to potential harm to the brain and 

heart, and in some circumstances, abrupt cardiac death. Hence, it is crucial to monitor cardiac activities and 

identify arrhythmias for the sake of individuals' welfare. Arrhythmia detection can be utilized to promptly 

identify the onset of heart disease, expedite the administration of initial medical assistance, and ultimately 

preserve human lives. Arrhythmias, characterized by abnormal heart rhythm, are a prevalent cardiac 

condition that impacts a significant number of individuals globally and has the potential to be  

life-threatening. Based on data provided by the World Health Organization (WHO), cardiovascular disorders 

such as stroke and heart failure, have been the primary causes of death worldwide in recent years. 

https://creativecommons.org/licenses/by-sa/4.0/
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Arrhythmias can manifest as a sign of diverse underlying illnesses, with cardiovascular disease being among 

them. To reduce the risk of potentially fatal consequences such as stroke, coronary artery disease, and sudden 

cardiac arrest and to avoid the need for future intrusive and demanding therapies, early diagnosis of 

arrhythmias is essential [1].  

The electrocardiogram (ECG) examines the heart's electrical activity throughout time as repeating 

signals; this makes it an essential tool for monitoring cardiac functioning and detecting abnormal heart 

rhythms. Periods represent the changing patterns of rhythmic activity within a single heartbeat. Arrhythmia 

identification involves classifying cardiac cycles as either normal or abnormal. The former describes the 

heart in its normal functioning, whereas the latter describes abnormal heart cycles that may cause harm to the 

heart or even cardiac arrest. Rapid detection of abnormal cardiac cycles using ECG data is our primary goal. 

Machine learning (ML) has demonstrated its efficacy in automating and improving the accuracy of 

arrhythmia diagnosis in the healthcare industry. Heartbeats can be classified using many approaches, with 

ML models being one of them. Classifiers train models to reliably divide heartbeats into five categories: 

normal (N), supraventricular ectopic (SVEB), ventricular ectopic (VEB), fusion (F), and unknown (Q). 

However, the objective of this project is to develop classifiers that may create models capable of categorizing 

heartbeats into two distinct classes: normal (0) and abnormal or arrhythmia (1). The basis dataset utilized in 

this work comprises a substantial proportion of the normal heartbeat class while exhibiting minimal 

proportions of SVEB, VEB, F, and Q classes. Combine the SVEB, VEB, and F classes into a single class 

representing aberrant heartbeat or arrhythmia. For the purpose of enhancing model performance, this work 

integrates four datasets. The dataset had a limited number of examples for the SVEB, VEB, F, and Q classes. 

The model faces greater difficulty in discerning the distinctive characteristics and patterns of a class when 

there are limited instances of it. This could impede the model's ability to generalize effectively and accurately 

classify novel examples of that class. This work contributes to the previous literature [2] on ECG 

classification by utilizing a ML method and ensemble learning model to enhance accuracy. To do this, 

information pertaining to the SVEB, VEB, and F categories was extracted from several sources and 

incorporated into the original foundational dataset. Upon merging fresh data into the dataset, the SVEB, 

VEB, and F multiple classes were transformed into an abnormal heartbeat class or arrhythmia class, while the 

normal class remained unaltered. The abnormal heartbeat class now has a greater number of instances.  

Ensembling multiple models instead of relying on a single ML model offers several benefits. Firstly, 

it reduces the risk of overfitting by combining predictions from different models, leading to more robust and 

generalizable results. Secondly, ensembles can capture a wider range of patterns and relationships in the data, 

enhancing predictive performance. Lastly, ensembling can help mitigate the weaknesses of individual 

models, resulting in better overall performance. Using a combined dataset composed of five datasets can also 

improve model performance. By merging multiple datasets, we can increase the diversity and richness of the 

data, enabling the model to learn more comprehensive patterns and relationships. This approach can lead to 

better generalization to unseen data and improved model performance compared to using a single dataset 

alone. In summary, ensembling models and combining datasets are effective strategies to enhance predictive 

performance, increase model robustness, and improve generalization ability. Models can readily identify the 

distinctive characteristics and patterns of a certain class, enabling them to precisely classify new instances of 

that class. Next, the synthetic minority oversampling technique (SMOTE) will be employed to generate more 

synthetic data by oversampling the minority class. The integration of four databases and the implementation 

of SMOTE has resulted in enhanced overall accuracy, recall, and precision metrics. 

Throughout the years, numerous researchers have employed various methodologies to identify the 

presence of arrhythmia disease. The finished works are succinctly stated in the following terms. A model for 

ECG heartbeat classification proposed by Al-Mousa et al. [1] improves recollection for categories F and Q 

while maintaining the same recall for the other kinds. This analysis relied on the Massachusetts Institute of 

Technology-Beth Israel Hospital arrhythmia database (MIT-BIH) supraventricular database as its basic 

dataset. To improve the recall for the F and Q classes, the authors combined data from other datasets and 

added it to the fundamental dataset. For this combined dataset, they used SMOTE to achieve balance. The 

random forest (RF) algorithm outperformed all others with an accuracy rate of 97% and recall values of 93, 

95, 95, and 30% for N, SVEB, VEB, F, and Q, respectively. Sakib et al. [2] discussed the difficulty of 

incorporating artificial intelligence (AI) into advanced internet of things (IoT) sensors to detect irregular 

heart rhythms using ECG data. The authors laid forth a method for arrhythmia classification via a lightweight 

deep learning (DL) strategy. This technique classified four distinct kinds of heartbeats using a 1D 

convolutional neural network (CNN) design. Four separate PhysioNet datasets were used for this evaluation. 

Compared to well-established approaches like RF, k-nearest neighbors (KNN), and delay nonlinear equation-

based optimization, the proposed DL strategy performed better in the experiments. When employed on 

virtualized microcontrollers connected to IoT sensors, the DL model shows outstanding performance in terms 

of processing time and memory use. When tested on the MIT-BIH supraventricular dataset (94.12% 

accuracy), the MIT-BIH arrhythmia dataset (94.97% accuracy), the Institute of Cardiological Technics 
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(INCART) 12-lead arrhythmia dataset (94.97% accuracy), and the Sudden Cardiac Death Holter (SCDH) 

(96.67% accuracy), the proposed model performs well. A new method for identifying irregular heartbeats 

was presented by Wang et al. [3] that makes use of the EasyEnsemble algorithm in conjunction with global 

heartbeat data obtained from the MIT-BIH arrhythmia database. In addition to outperforming the competition 

overall, their suggested strategy boosts minority category performance while keeping majority category 

performance high. On average, the suggested model achieved a recall rate of 55.4% for type F, an accuracy 

of 91.7% for type N, 89.9% for type VEB, and 87.8% for type SVEB. 

To classify ECG data, Khan et al. [4] revealed a tailored CNN model. The authors made use of 

PhysioNet's MIT-BIH arrhythmia database. With an average recall of 95.40% and a total accuracy of 95.2%, 

their proposed model successfully categorizes arrhythmia. A model that chooses the best subsets of features to 

distinguish one class from another was presented in [5]. A support vector machine (SVM) binary classifier is 

used to accomplish this task by comparing two sets of data one after the other. utilizing the MIT-BIH arrhythmia 

database, the proposed feature selection method was assessed. Classification accuracy is 86.66% on average 

when using the proposed feature selection method. For the classes N, SVEB, VEB, and F, it achieved recall rates 

of 88.94, 79.06, 85.48, and 93.81%, respectively. In their investigation, Alarsan and Younes [6] used a combined 

database of the MIT-BIH supraventricular arrhythmia and the MIT-BIH arrhythmia databases, and they used 

three models to it: decision tree (DT), RF, and gradient boosting trees. Using RF for multiclassification, the 

authors achieved a high accuracy of 98.03%. A diagnostic model developed for the purpose of detecting cardiac 

arrhythmia was published by Singh and Singh [7]. To find the most important characteristics, this study used 

three filter-based methods for selecting features. To test how well the feature selection method worked, the 

writers used three separate models: JRip, linear SVM, and RF. Using a gain ratio selected feature strategy with a 

selected group of 30 features and a RF classifier, the research attained a maximum accuracy of 85.58%. 

Abdelmoneem et al. [8] presented a highly effective algorithm for detecting cardiac arrhythmia. 

They explored different oversampling techniques to address the issue of imbalanced datasets. The ensemble 

classifier, SVM, and RF with random sampling obtained a remarkable accuracy of 98.18%. This research 

also introduced a mobile system design that incorporates an algorithm for diagnosing and categorizing 

cardiac arrhythmia illnesses. Manju and Nair [9] established a model that classifies arrhythmias into ten 

categories, with one category representing normal conditions and the others representing distinct forms of 

arrhythmias. The authors derive characteristics from 12-lead ECG data. This study employed the extreme 

gradient boosting (XGB) algorithm to do feature reduction and balanced the dataset using the SMOTE edited 

nearest neighbors (ENN) technique. They employed multiple supervised ML methods for classification. The 

results demonstrated that the proposed model effectively categorizes different forms of arrhythmia with a 

remarkable level of precision, reaching an accuracy rate of 97.48%. This work presented a practical approach 

to accurately and efficiently classify arrhythmias by utilizing sophisticated data preprocessing techniques and 

ML algorithms. Peimankar et al. [10] introduced an ensemble learning method to automatically classify 

common cardiac arrhythmia. The study employed three classification algorithms, namely RF, AdaBoost, and 

artificial neural network (ANN), utilizing twenty-six features collected from ECG data. Upon evaluating 44 

recordings from the MIT-BIH arrhythmia database, it was discovered that the RF, AdaBoost, and ANN 

algorithms had high individual accuracy rates of 96.16, 96.16, and 94.49%, respectively. Remarkably, the 

ensemble model achieves a remarkable 96.18% increase in total accuracy. The study indicated that the 

classification of arrhythmias using an ensemble learning approach is both reliable and user-friendly. 

Sraitih et al. [11] introduced a novel ECG arrhythmia classification system that utilizes a large ECG 

database with an inter-patient paradigm. The objective is to improve the identification of less common 

arrhythmia categories without utilizing feature extraction. Four supervised ML models, namely SVM, KNN, 

RF, and an ensemble of these three models, were employed. The models underwent testing using actual inter-

patient ECG records from MIT-database (MIT-DB). Prior to testing, the data was segmented and normalized. 

The focus of the testing was on classifying the following types of beats: normal beat (NOR), left bundle 

branch block beat (LBBB), right bundle branch block beat (RBBB), and premature atrial contraction (PAC). 

The results demonstrate that SVM surpassed other approaches in all criteria, obtaining an accuracy of 0.83. 

Furthermore, the SVM model shown efficacy in terms of computational expenditure, a pivotal aspect in the 

implementation of ECG arrhythmia classification algorithms. 

Guo and Lin [12] introduced an AI framework to precisely identify atrial fibrillation by analyzing 

ECG signals. By employing feature extraction and ensemble learning techniques, the system attained an 

impressive accuracy rate of 92%. For model training and to demonstrate the efficiency of this parameter 

combination, the scientists used an arrangement of P wave morphology and heart rate variability 

characteristics. AI ensemble learning methods like Bagging, AdaBoost, and stacking were used by the writers 

of this study. When combined with many models, the stacking ensemble learning method produced the most 

accurate predictions. Along with an F1 score of 92.31% and an area under the curve (AUC) value of 91.10%, 

the findings include a sensitivity rate of 88% and a specificity rate of 96%. By combining a bidirectional long 
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short-term memory with a CNN, Lu et al. [13] presented a novel DL architecture for autonomous arrhythmia 

categorization. The MIT-BIH and St-Petersburg datasets are used for training and evaluation of the model. 

The MIT-BIH dataset yielded a training accuracy of 100%, a validation accuracy of 98%, and a testing 

accuracy of 98%. The training, validation, and testing accuracy scores for the St-Petersburg dataset were 98, 

95, and 95%, respectively. Getting very accurate results, particularly when dealing with the MIT-BIH data 

collection. By comparing the models' performance to that of preexisting models, we can see that this one 

performs better on the MIT-BIH dataset. Hassan et al. [14] introduced a ML algorithm designed to 

automatically detect heart disease. In this inquiry, unbalanced ECG samples are used to train SVM, logistic 

regression (LR), and AdaBoost classifiers. AdaBoost and LR are ranked as the top-performing models and 

are combined together to enhance their performance through ensembling. The ensemble model demonstrates 

superior HD identification ability on the PTB-ECG and MIT-BIH datasets, achieving high accuracy,  

F1-score, and AUC values. The ensemble model achieved accuracy scores of 94.60, 94.90, and 95.10% for 

the PTB-ECG dataset, and 92.10, 92.60, and 95% for the MIT-BIH dataset, in terms of accuracy, F1-score, 

and AUC, respectively. The following are the key contributions to this research. 

‒ By combining data from four distinct databases, our study increased the diversity and richness of the 

dataset, leading to better generalization and more accurate classification of arrhythmias.  

‒ We also use ensemble learning techniques, specifically a stacking ensemble of XGBoost and bagging 

XGBoost (EBXGB), which significantly improved the model's performance and compared model 

performance with traditional ML algorithms. 

‒ Implementing the SMOTE helped in generating synthetic data to balance the minority classes, further 

enhancing the model's accuracy, recall, and precision. 

‒ We utilized local interpretable model-agnostic explanations (LIME) to determine the impact of the 

features on the model’s outcome. 

The remaining portions of the paper are organized in the following manner: section 2 outlines the 

strategy used in this research. Section 3 presents the outcomes of our research and compares our work with 

earlier studies. Lastly, section 4 provides the conclusion. 

 

 

2. METHOD 

In this section, the proposed workflow of our research method has been discussed in detail. Figure 1 

shows the proposed workflow. In Figure 1, data preparation and model training workflow begins with 

acquiring and cleaning four distinct datasets to remove inconsistencies and irrelevant information. These 

cleaned datasets are then merged into a single dataset, which undergoes further cleaning to ensure quality and 

consistency. The output column is transformed using a label encoder, converting categorical data into 

numerical format and simplifying the multi-class classification problem into a binary classification. Feature 

variables are standardized to ensure equal contribution to the model. The dataset is split into training and test 

sets, typically in an 80:20 ratio, to evaluate the model's performance realistically. To address class imbalance 

in the training set, the synthetic SMOTE is applied, generating synthetic examples for the minority class. 

Various ML models are then trained on this balanced and preprocessed data. Finally, the models are 

evaluated using metrics such as accuracy, precision, recall, and F1-score, providing a comprehensive 

assessment of their performance. This systematic approach ensures the development of robust and reliable 

ML models, particularly valuable in research settings where data quality and model accuracy are paramount. 

The algorithm for preparing data and training our proposed model is shown in Algorithm 1. 

 

Algorithm 1. Data preparation and model training 

Input: Dataset_1, Dataset_2, Dataset_3, Dataset_4 

Output: Model evaluation results 

Step 1: Load datasets 

Dataset_1 ← load_data("path/to/dataset1") 

Dataset_2 ← load_data("path/to/dataset2") 

Dataset_3 ← load_data("path/to/dataset3") 

Dataset_4 ← load_data("path/to/dataset4") 

Step 2: Clean individual datasets 

Dataset1_clean ← clean_data(Dataset_1) 

Dataset2_clean ← clean_data(Dataset_2) 

Dataset3_clean ← clean_data(Dataset_3) 

Dataset4_clean ← clean_data(Dataset_4) 

Step 3: Merge cleaned datasets 

Merged_Datasets ← merge_datasets([Dataset1_clean, Dataset2_clean, Dataset3_clean, 

Dataset4_clean]) 
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Step 4: Use Label Encoder on output column 

Merged_Datasets['type'] ← label_encode(Merged_Datasets['type']) 

Step 5: Convert multi-classification to binary classification 

Merged_Datasets['binary_class'] ← convert_to_binary(Merged_Datasets['type']) 

Step 6: Split features and labels 

X ← Merged_Datasets.drop(columns=['binary_class']) 

y ← Merged_Datasets['binary_class'] 

Step 7: Standardize feature variables 

X_standardized ← standardize(X) 

Step 8: Split the dataset into training and test sets 

(X_train, X_test, y_train, y_test) ← train_test_split(X_standardized, y, test_size=0.2, 

random_state=42) 

Step 9: Apply SMOTE on training data 

(X_train_resampled, y_train_resampled) ← apply_smote(X_train, y_train) 

Step 10: Train models 

models ← train_models(X_train_resampled, y_train_resampled) 

Step 11: Evaluate models on test data 

 valuation_results ← evaluate_models(models, X_test, y_test) 

Step 12: Return evaluation results 
 

 

 
 

Figure 1. The workflow of the proposed work 
 

 

2.1.  Datasets collection 

In this study, the MIT-BIH supraventricular arrhythmia database [15] is used as the main dataset or 

foundation dataset. Some of the other datasets used include the INCART 2-lead arrhythmia database, the SCDH 

database, and the MIT-BIH arrhythmia database. All of the data in the collection came from Kaggle. The 78 

ECG recordings that make up the MIT-BIH supraventricular arrhythmia dataset have a duration of around 30 

minutes apiece. A single pulse is represented by each of the 184,428 occurrences in the collection. Across all of 

these datasets, there are a total of 34 characteristics, which encompass a patient's record and the classification 

type of their heartbeat (label). The remaining 32 characteristics are partitioned into two groups, each including 

16 features. One set corresponds to the lead II signal, while the other set corresponds to the lead V5 features 

[14]. Figure 2 provides clear evidence of a significant imbalance in the classes of the dataset.  
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Figure 2. Class distribution of the base dataset 

 

 

2.2.  Data pre processing 

Applying the model to an imbalanced dataset can lead to misleading accuracy and ultimately result 

in subpar performance. The SCDH dataset has numerous occurrences that have missing values. 

Consequently, it is necessary for us to purify this dataset. In this study, we address the issue of missing values 

by imputing them with the column-wise mean values. In addition, we exclude any records that contain 

missing values explicitly in the type column. Afterwards, data regarding the SVEB, VEB, and F categories 

was obtained from other databases and added to the original dataset. The 'record' part was removed as it just 

pertains to the patient number and does not contribute to the prediction of the heartbeat type. The 'type' 

column in the dataset is classified as the object data type. Hence, it is necessary to transform the object type 

into a numerical type using the label encoder technique. Next, using the StandardScaler technique to 

standardize the feature variable, ensuring that they have a similar range and distribution. This has the 

potential to improve both performance and accuracy. Using StandardScaler is beneficial when the dataset 

deviates from a normal distribution. The formula for standardization is as (1).  

 

𝑋′ =
𝑋−µ

𝜎
 ,  (1) 

 

To address the imbalance in this dataset, we employed the SMOTE to correct this unevenness. The 

objective of SMOTE is to achieve class distribution parity by synthesizing false samples for the minority 

class. Afterward, the dataset is partitioned into a training dataset and a test dataset. The models are trained 

using a dataset specifically designated for training purposes, and the ML algorithms go through multiple 

rounds to optimize the hyperparameters. Evaluation of the models is conducted using the test dataset. 

 

2.3.  Applied machine learning algorithms and ensemble models 

This study investigates multiple ML algorithms and ensemble models to assess their effectiveness in 

classifying arrhythmias. The ML algorithms used are multilayer perceptron (MLP), AdaBoost, LR, DT, 

KNN, naïve Bayes (NB), and XGB. Creating a bagging ensemble consisting of LR, DT, KNN, NB, and XGB 

models. Ensemble combining XGB and Bagging XGB. 

 

2.3.1. Logistic regression 

The primary objective of the supervised ML technique called LR is to forecast the probability of 

different classes based on particular independent variables. LR differs from linear regression in that it use the 

sigmoid function to calculate the probability of an instance belonging to a specific class, rather than 

producing continuous output values. This algorithm demonstrates proficiency in binary classification tasks by 

applying a sigmoid function to the output of the linear regression function, generating probabilities [16]. 
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2.3.2. Bagging logistic regression 

In the process of bagging using LR, a technique called random sampling with replacement is 

employed. This involves training many instances of LR separately on different subsets of the dataset. Each LR 

or basic model in this set learns to identify distinct patterns in the data as a result of the variability introduced 

by the subsets. When creating predictions, each LR model produces its output. The final predictions for a 

classification job are determined by taking a majority vote among the outputs of all the LR models. 

 

2.3.3. Decision tree  

DT is a popular supervised ML approach. You may use this tool for both regression and 

classification problems. It's quite flexible. The dataset's properties serve as the inner nodes, the outcomes as 

the leaf nodes, and the decision rules as the branches in a tree structure. The two main kinds of nodes in DT 

are decision nodes and leaf nodes. Decision nodes are utilized for making determinations and can possess 

several branches, while leaf nodes are employed to symbolize the ultimate outcomes of such determinations 

and do not possess any extra branches. The test or decisions are determined based on the characteristics of 

the given dataset, and a visual depiction of potential solutions is offered depending on stated criteria [17]. 

The process involves the development of a hierarchical structure, similar to that of a tree, starting with the 

root node and expanding with additional branches. 

 

2.3.4. Bagging decision tree 

Bagging is an effective ensemble ML technique that pairs well with DT. The bagging technique 

involves training multiple DT separately on different subsets of the dataset using random sampling with 

replacement [18]. This variability enables each tree to capture distinct patterns in the data. Each decision tree 

in bagging yields its own output. The final predictions for a classification task are determined by a majority 

vote among all of the DT outputs. 

 

2.3.5. Bagging extreme gradient boosting 

When employing XGB with bagging, random sampling with replacement is utilized to train multiple 

XGB models separately on different subsets of the dataset. Each of these XGB or basic models is trained to 

detect distinct patterns in the data as a result of the variety introduced by the subsets. When creating 

predictions, each individual XGB model produces its own output. The final predictions for a classification 

job are determined by taking a majority vote among the outputs of all the XGB models [19]. 

 

2.3.6. Bagging k-nearest neighbor 

In the bagging technique with KNN, random sampling with replacement is used to train several 

KNN models independently on different subsets of the dataset. Each of these KNN or base models learns to 

capture unique patterns in the data caused by variability. During the prediction process, each KNN algorithm 

produces its output. In classification tasks, the final prediction is determined by a majority vote [20]. 

 

2.3.7. Bagging naïve Bayes 

When employing NB for bagging, multiple NB classifiers are trained independently on different 

subsets of the dataset, which are generated through random sampling with replacement. Due to the 

heterogeneity caused by the subsets, each NB or base model acquires the capacity to identify distinct patterns 

and correlations within the data. During the prediction process, each unique NB model generates its output [21]. 

 

2.3.8. Stacking ensemble of extreme gradient boosting and bagging extreme gradient boosting 

Stacking is an effective ensemble learning technique in ML, where the predictions of multiple base 

models are combined to achieve a final prediction that demonstrates improved performance. It is alternatively 

referred to as a stacked ensemble or stacked generalization. A stacking ensemble can be likened to a 

collection of experts led by a leader. The leader takes into account the outputs of each expert before making 

the final decision. Applying a stacking ensemble to a big and diverse dataset is advantageous. This diversity 

allows the model to efficiently learn the correlation between the predictions of the base models and the target 

variable. The study utilizes XGB and bagging XGB as base estimators, with LR serving as the meta-model 

[22]. To enhance performance of the classifiers, the optimization of several hyperparameters has been 

performed. Table 1 displays the optimized hyperparameters.  

 

2.4.  Performance evaluation metrics 

To assess the performance of arrhythmia classification from EEG, many evaluation metrics are 

utilized. Each targeting a specific aspect of its performance using precision, recall, F1-score, and accuracy 

metrics. These metrics offer a numerical evaluation of the model's ability to precisely classify arrhythmia [23].  
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Table 1. Optimized model performance used fine-tuned 
Model Hyperparameters Tuned 

LR C, penalty, solver, max-iter 

XGB n-estimators, max-depth, learning rate, gamma 

DT criterion, max-depth, min-samples-split 

KNN n_neighbors 

NB var_smoothing 
AdaBoost base-estimator, n_estimators, learning_rate 

MLP hidden_layer_sizes 

 

 
2.5.  Model explanation using LIME 

LIME is a versatile tool that enhances our comprehension of the decision-making process of 

intricate models. It achieves this by constructing a clear and comprehensible framework based on a 

specific scenario, offering insights into the behavior of the black-box model in that particular context. An 

advantageous aspect of LIME is its compatibility with several ML models. Therefore, LIME serves as a 

valuable tool for improving our understanding of models in other fields. For this study, the authors 

employing LIME to ascertain the influence of various variables on the outcomes and uncover the 

underlying rationale behind the model's decision-making process. LIME is a robust technique developed to 

improve the comprehensibility of intricate ML models at a specific level. The aim is to enhance the 

lucidity and comprehension of forecasts by incorporating the notion of localized explanations. The 

emphasis lies on the interpretability of individual data instances rather than the complete model. This 

approach functions by creating modified samples in the vicinity of the specific event of interest, causing 

random fluctuations in the characteristic values. LIME is a technique that effectively estimates the 

intricate decision border of a model near a specific instance, without being constrained to a single model. 

This is achieved by developing a locally interpretable model, usually in the form of a linear model. LIME 

utilizes kernelized weights to guarantee that the perturbed samples have a significant impact on the local 

model [24].  

The weights assign higher priority to samples that are closer to the original instance. The 

significance of the feature is evaluated by analyzing the coefficients of this specific model, which 

measures the impact of each characteristic on the decision-making process. The most influential traits, as 

assessed by their highest relevance scores, provide a localized explanation that identifies the variables with 

the greatest impact on the specific prognosis. LIME is valuable in several industries, especially in sensitive 

sectors like healthcare or finance, where comprehending the fundamental rationale behind specific 

predictions is vital [25]. LIME plays a crucial role in building trust and enabling the implementation of 

ML models in real-life situations by offering clear and understandable explanations of the model's 

decision-making process for each particular case [26]. The formula for LIME is as (2).  

 

𝐿 ( 𝑥, 𝑓, 𝜋)  = ∑  𝜋𝑖
𝑑
𝑖=1 (𝑥) 𝑓𝑖(𝑥) + 𝐶 |𝜋|1 (2) 

 
The variables in the (2) are defined as follows: x represents the instance, f represents the 

approximation model, 𝜋 represents the feature importance weights, d represents the feature count, and C 

represents the regularization parameter. The equation consists of a weighted combination of features and a 

regularization factor that encourages sparsity in the weights assigned to each feature. The optimization issue 

entails finding weights Π that minimize the discrepancy between predictions made by a black-box model and 

forecasts made by an approximation model for a given instance x. 

 

 
3. RESULTS AND DISCUSSION 

Table 2 illustrates the performance comparison of ML models and ensemble technique models 

when utilizing a single base database versus when using combined databases. Combining datasets often 

leads to an increase in accuracy in most cases. Table 2 demonstrates that in the combined dataset, the 

stacking EBXGB and BXGB outperforms all other models utilized in this study in terms of accuracy. The 

BXGB model achieves an accuracy of 98.59%, a recall of 97.43%, and a precision of 97.95%. The 

EBXGB model achieves an accuracy of 98.61%, a recall of 97.66%, and a precision of 97.77%. 

The confusion matrix of the best model (EBXGB) is shown in Figure 3. Figure 3(a) represents the 

confusion matrix for the EBXGB model using a single database. Figure 3(b) represents the confusion 

matrix for the EBXGB model using the combined database. In Figure 4, The receiver operating 

characteristic (ROC) curve of the EBXGB model has been illustrated. It can be seen that the AUC is 1.00.  
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Table 2. The performance of all model single and combined databases 

Model 
Single database Combined database 

Precision (%) Recall (%) Accuracy (%) Precision (%) Recall (%) Accuracy (%) 

 Without Bagging 

LR 57.87 85.94 90.79 90.22 87.50 93.28 

XGB 91.65 91.88 98.02 97.75 97.45 98.53 

DT 82.24 90.02 96.46 94.86 95.89 97.16 
KNN 84.47 93.99 97.20 96.29 97.56 98.11 

NB 36.09 55.16 82.87 83.55 78.87 88.79 

AdaBoost 88.02 87.90 97.11 96.93 96.15 97.89 

MLP 86.86 92.76 97.44 97.39 97.19 98.34 

 With Bagging 
Bagging LR 52.69 86.12 89.04 90.51 85.83 92.91 

BXGB 91.84 92.51 98.11 97.95 97.43 98.59 

Bagging DT 88.86 93.95 97.86 97.52 97.52 98.48 

Bagging KNN 85.69 94.67 97.62 97.09 97.60 98.37 

Bagging NB 36.63 54.28 83.22 84.07 78.63 88.91 
Proposed Model (EBXGB) 90.51 93.03 97.99 97.77 97.66 98.61 

 

 

  
(a) (b) 

 

Figure 3. Confusion matrix of the best model (EBXGB) of using: (a) single database and (b) combined database 

 

 

 
 

Figure 4. ROC curve of the EBXGB model 

 

 

LIME is employed to comprehend the decision-making process of a stacking model. Figures 5 and 6 

depict an application of the LIME-based XAI method to analyze the stacking model. In Figure 5, the stacking 
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model predicts arrhythmia based on the following criteria: a QRS interval greater than 0.48, a post-RR interval 

greater than 0.95, a QT interval greater than 0.50, a QT interval greater than 0.47, an ST interval greater than 

0.49, a qPeak greater than 0.47, a post-RR interval greater than 0.90, a qrs_morph1 greater than 0.40, and a 

qrs_morph0 greater than 0.47. In Figure 6, the stacking model predicts non-arrhythmia based on the following 

criteria: a QT interval of less than -0.53, a QT interval of less than -0.47, a pre_RR interval of more than 0.65, a 

QRS interval of less than -0.12, a QRS morph3 value of more than 0.62, and a sPeak value of less than 0.10. 

 

 

 
 

Figure 5. LIME explainable prediction interpretation (predict arrhythmia) 

 

 

 
 

Figure 6. LIME explainable prediction interpretation (predict non-arrhythmia) 

 

 

While previous studies have explored arrhythmia detection using single datasets and individual ML 

models, they have not explicitly addressed the potential improvements in detection accuracy and model 

interpretability that could be achieved by combining multiple datasets and employing ensemble learning 

techniques. The limited number of examples for certain arrhythmia classes in earlier research has also 

impeded the models' ability to generalize effectively. This study seeks to fill these gaps by integrating data 

from multiple sources and using ensemble methods to enhance model robustness and performance, thereby 

providing a more comprehensive and accurate approach to arrhythmia detection. This approach helps in 

better generalization and more accurate classification of arrhythmias. Additionally, we employed ensemble 

learning techniques, specifically a stacking EBXGB, which significantly improved model performance. By 

using the SMOTE to balance the dataset, we further enhanced the model's accuracy, recall, and precision. 

This comprehensive strategy of combining datasets and leveraging advanced ensemble methods provides a 

more robust and interpretable solution for arrhythmia detection. 

The EBXGB model yields superior results in terms of precision, recall, and accuracy. Utilize the 

EBXGB model, the accuracy score for the single database was 97.99%, with precision and recall values of 

90.51 and 93.03% respectively. The combined database earned accuracy, precision, and recall ratings of 

98.61, 97.77, and 97.66% respectively. We utilize LIME analysis to identify essential features, as well as to 

classify data based on different classes. Table 3 presents a comparison between our suggested model and the 

models used in earlier studies. The proposed model, EBXGB outperforms existing state-of-the-art arrhythmia 

detection algorithms with an accuracy of 98.61%. The EBXGB model not only outperforms but also adds 
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model explanation capabilities utilizing LIME, which improves interpretability and clinician confidence.  

This achievement highlights the possibility of incorporating advanced ensemble methods and interpretability 

tools into clinical practice, resulting in more accurate and dependable arrhythmia identification than previous 

models that lacked explanatory characteristics. 
 

 

Table 3. A comparison between the models from previous research and our proposed model 
Reference Accuracy (%) Model explanation 

[1]  97 × 

[2] 96.67 × 

[3]  95.6 × 

[4]  95.20 × 
[5]  86.66 × 

[10]  96.18 × 

[11]  83 × 

[13]  98 × 

[14]  95.10 × 
Proposed work (EBXGB model) 98.61 Yes 

 
 

This research makes a substantial contribution to the field of arrhythmia detection by illustrating the 

ability of a stacking ensemble to accurately classify normal and aberrant heartbeats, as well as the efficacy of a 

variety of ML algorithms. The potential for these models to improve early diagnosis and opportune intervention, 

thereby reducing the risk of heart failure, stroke, and sudden cardiac arrest, is demonstrated by their high 

accuracy of 98.61%. The application of advanced techniques such as LIME and multiple datasets to enhance 

model interpretability fosters trust among clinicians by providing a more profound comprehension of model 

decisions. This research establishes a strong foundation for the integration of sophisticated ML models into 

clinical practice, which has the potential to enhance patient outcomes and advance personalized healthcare.  

This study, which focuses on the identification of arrhythmia using different ML techniques, 

including a highly effective stacking ensemble, has significant constraints. The data sources are restricted to 

only four databases, which might not encompass all kinds of arrhythmia and could result in dataset bias.  

The binary classification method oversimplifies the complexity of arrhythmia, and the absence of external 

validation raises concerns about the ability of the model to be applied to different situations. Insufficient 

information is available regarding feature selection, computing resources, and clinical integration, which 

makes it difficult to replicate and apply in practice. In addition, the utilization of LIME for interpretability is 

subject to its constraints, and there is no evaluation of real-time implementation or longitudinal data analysis. 

 
 

4. CONCLUSION 

This study effectively improved the overall accuracy, precision, and recall of ML models, notably 

bagging and stacking ensemble models, by integrating three supplementary databases with a foundational 

database. The study highlights the significance of using varied datasets to get reliable outcomes by 

showcasing how combining datasets and selecting suitable hyperparameters can enhance model performance. 

The EBXGB shown exceptional performance in binary classification, obtaining an accuracy of 98.61%, 

recall of 97.66%, and precision of 97.77%. In contrast, the naïve Bayes model exhibited the lowest level of 

performance. By utilizing the LIME technique, the model's usefulness was improved as it provided valuable 

information about its decision-making process, thereby promoting confidence among clinicians. While the 

primary emphasis of this study is the detection of arrhythmia using ECG data, its approaches have wider 

ramifications and can be applied to other areas of medical diagnosis. To improve generalizability, future 

research should create multi-class classification, involve varied datasets, and carry out external validations. 

To guarantee practical application and therapeutic trust, emphasis should also be placed on real-time analysis, 

sophisticated interpretability techniques, and thorough evaluation metrics. 
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