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 Customer satisfaction is the key for every business successful. Therefore, 

keeping the current customer portfolio and expanding it over time is the 

main goal for any business. Hence, we need first to satisfy these clients. The 

customer satisfaction helps to retain consumers of its products, increase the 

life value of the customer, also make known its brand through positive word 

of mouth to get a better reputation and thus increase turnover. For this 

reason, several studies have been conducted on this subject to explore all 

tools and technologies that will help retain customers and reduce their churn 

rate. Based on various customer satisfaction studies for different types of 

businesses, this paper shows the review of promising research areas and 

artificial intelligence (AI) application models in predicting customer 

satisfaction. The results of this study allowed the identification of the best 

algorithms with the highest score of performance metrics that can be applied 

as part of the customer satisfaction prediction, through a detailed benchmark 

performed. The result shows that random forest (RF) and gradient boost 

(GB) algorithms in machine learning (ML) and convolutional neural 

network - long short-term memory (CNN-LSTM) in deep learning (DL) are 

giving the best performance. The most used metrics are accuracy and  

F1-score. In addition, DL models outperform ML models in most cases. 
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1. INTRODUCTION 

Customer satisfaction is a term widely used in marketing industry, and represents a service or product 

evaluation indicator, that needs to meet the client expectations. This assessment considers all the criteria that 

matter to the customer and that he will experience once the product/service is delivered. Customer satisfaction 

could have a positive influence on the retention rate and loyalty, also reduces churn rate and protects customers 

from other competitors especially since the competition has never been so fierce, thanks to the internet. Client 

satisfaction determines whether your business has a positive or negative brand image over the long term. 

Furthermore, consumer expectations are constantly changing. Faced with the considerable and 

limitless growth for data exchanged, customer specification in terms of responsiveness and efficiency became 

denser. Faced with such a need for responsiveness and efficiency, it is obvious that the link with technologies 

was quickly established. The previous researches results show that customer satisfaction prediction can be 

analyzed using various types of machine learning (ML) and deep learning (DL) algorithms. Due to different 

data formats (such as review data or survey data), different models are recommended for different application 

https://creativecommons.org/licenses/by-sa/4.0/
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domains. Artificial intelligence (AI), ML and DL have become vital to remain competitive for financial 

services companies around the globe. 

The use of AI algorithms helps predict customer satisfaction and future behavior regarding the 

purchase of a particular product again. Having a good customer satisfaction prediction model gives insight into 

the future, which can help companies choose and adjust the strategies to implement and the right decisions to 

make to achieve a high level of customer satisfaction. AI algorithms are used today in several sectors and 

industries. In particular, the sub-domains of AI: ML and DL algorithms are used in banking sector to predict 

customer churn [1]‒[3] and customer satisfaction [4], [5]. Therefore, they are used in the e-commerce industry 

to predict the online shopper’s behavior to know if a customer will make a new purchase or not on the site  

[6]‒[8]. Hence, ML and DL algorithms are applied in the telecommunication sector to predict customer churn 

[9], in airlines domain to predict the satisfaction of plane passengers [10], [11], in transportation sector for 

predicting car accidents [12], in agriculture field to predict demand and the products pricing [13], in healthcare 

and smart home to detect falls [14], in smart manufacturing applications for predicting tool wear [15], in 

entertainment domain for correcting postures of piano players [16], and several other fields. 

Compared with other studies, our paper not only finds different relationships between factors 

affecting customer satisfaction prediction, but also includes comparing the performance of various ML and 

DL methods. This paper shows the comparative study of research domains and applications of AI models in 

predicting customer satisfaction. This study began by defining the methods based on the prediction process. 

In this section, we focused on the popular AI algorithms. In the second part of this article, we presented 

various researches that uses ML and DL algorithms to predict customer satisfaction. Finally, we presented an 

analysis of these researches through a benchmark that details for each article, the algorithms used, their types, 

the date of publication of the article, the metrics evaluated and the optimal algorithm in terms of performance 

based on the score of the different metrics. 
 

 

2. METHOD 

AI refers to attempts to build machines able to challenge the human on its intelligence. ML and DL 

represent two particularly important steps in the evolution of AI. We define ML as a subset of AI developed 

to imitate human intelligence. While DL is, a subset of ML based on artificial neural networks (ANNs). 

Figure 1 represents the relationship between AI, ML and DL. 

To predict customer satisfaction, it was necessary to study the different algorithms to define the 

most efficient method. In this section, several popular ML algorithms such as logistic regression (LR), 

decision tree (DT), random forest (RF), gradient boost (GB), k-nearest neighbors (KNN), support vector 

machine (SVM), naive Bayes (NB), and DL algorithms such as ANN, convolutional neural network (CNN), 

long short-term memory (LSTM), CNN-LSTM are discussed. Through this section, we will define the 

previous mentioned algorithms and share examples of their application domain and results. 
 

 

 
 

Figure 1. Relationship between AI, ML, and DL [17] 
 

 

2.1.  Machine learning algorithms 

2.1.1. Logistic regression 

LR is a ML algorithm based on mathematical model that estimates the probability of an occuring event 

based on a set of explanatory variables. The result of the LR is a probability that could be between zero and one. 

Thus, when the value is greater than 0.5, the event is likely going to occur but, if it is less than 0.5, it will not 

[18]. The LR algorithm is used in several application domains. The best results are represented in the following 

papers. LR was used to predict mobile operator’s customer churn rate in the telecommunication industry [9], 

predict satisfaction of online banking customer in Bangladesh [4], evaluate the behavior of online shoppers in 

the e-commerce domain [6] and analyze consumer sentiment using online feedback in the airlines industry [19]. 
 

2.1.2. Decision tree 

DT is a ML algorithm that assist on decision-making. It gathers on the same graphic various options 

related to a specific situation under a tree branches form, at each end of a branch, a potential decision. It 

allows the distribution of a given population into homogeneous groups to achieve a goal without setting aside 
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the discriminating characteristics of this population. It facilitates the read of a complex situation and it helps 

to quickly execute the decision made [20]. DT is utilized in several application domains. The best 

performances are showed in the subsequent researches. DT was used to assess the problem of predicting 

credit card churn in banks [3], predict satisfaction of online banking customer in Bangladesh [4], predict  

e-commerce customer satisfaction [7] and analyze the propensities of South Korea airlines customers for 

predicting churn and customer satisfaction [16]. 
 

2.1.3. Random forest 

RF is a prediction ML algorithm which was designed to obtain a reliable prediction via a system of 

random subspaces. It consists of several DTs, independently trained on subsets of the training dataset. Each 

DT produces an outcome, and it is the combination of the results that will give the final prediction. Each 

model is randomly distributed into subsets of DTs [21]. The RF algorithm is employed in multiple 

application scopes. The best results are represented in the following papers. RF was utilized to predict mobile 

operator’s customer churn rate in the telecommunication industry [9], calculate the bank customer churn 

prediction [1], analyze consumer sentiment using online feedback in the airlines industry [19], and evaluate 

the behavior of customers for an European bank to predict churn rate [2]. 
 

2.1.4. Gradient boosting 

GB is also a prediction ML algorithm. Unlike "random forest", it adjusts its training base gradually. It 

uses the loss function gradient (or gradient descent) to correct the errors of the previous tree and thus optimize 

the model results [22]. There are several types of GB algorithm. The most popular are: adaptive boosting 

(AdaBoost) and eXtreme gradient boosting (XGBoost). The GB algorithms are utilized in several application 

domains. The best results are presented in the following papers. XGBoost was employed to predict the churn 

rate of customers in the telecommunications industry [9] and predict consumer repurchase behavior in the  

e-commerce domain [23]. Moreover, AdaBoost was used to evaluate the behavior of customers of a European 

bank to predict the churn rate [2] and assess the problem of predicting credit card churn in banks [3]. 
 

2.1.5. Support vector machine 

SVM is a classification ML algorithm whose objective is to find the optimal hyperplane to separate 

categories based on training data. It will focus on the closest points between the categories (vector supports). 

This algorithm consists of finding the maximum margin between vector supports and draw the line in the 

middle of it [24]. SVM is utilized in several application domains. The best performances are showed in the 

subsequent researches. SVM was used to predict e-commerce customer satisfaction [7], evaluate bank 

customer churn in the early stages by analyzing their behavior [25], predict satisfaction of online banking 

customer in Bangladesh [4] and evaluate consumer sentiment using online feedback in the airlines industry [19]. 
 

2.1.6. K-nearest neighbors 

KNN is also a classification ML algorithm that relies on the choice of the classification metric, 

based only on training data. The principle of this model consists of choosing the nearest k data (Euclidean 

distance) of the studied point to predict its value [26]. The KNN algorithm is employed in multiple 

application scopes. The best results are represented in the following papers. KNN was utilized to assess the 

problem of predicting credit card churn in banks [3], calculate the bank customer churn prediction [1], predict 

the behavior of online shoppers in the e-commerce domain [6], and analyze the propensities of South Korea 

airlines customers for predicting churn and customer satisfaction [16]. 
 

2.1.7. Naive Bayes 

NB is a classification ML algorithm based on the Bayes theorem that determines the probability of an 

event occurring from another event that has already occurred. Among the advantages of this algorithm is the ease 

of understanding and implementation as it uses a very simple mathematical formula. Moreover, it is fast and does 

not need a large dataset to output consistent results. However, this algorithm is called "naive" because it assumes 

that there is no correlation between the data while this assumption is wrong in most cases [26]. The NB algorithm 

is involved in various application domains. The best performances are showed in the subsequent researches. NB 

was utilized to evaluate the problem of predicting churn for credit cards in banks [3], predict customer satisfaction 

of internaltion airport of San Francisco in the airlines industry [15], analyze consumer sentiment using online 

feedback in the airlines industry [19], and predict the behavior of online shoppers in the e-commerce domain [6]. 
 

2.2.  Deep learning algorithms 

2.2.1. Artificial neural network 

ANN is a DL algorithm inspired by the structure of a human brain. It comes in the form of at least two 

layers of neurons that, from a stream of learning data, will interact to learn to perform tasks [5]. The ANN 
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algorithm is employed in different application domains. The best results are represented in the following papers. 

The ANN was used to predict bank customer satisfaction [5], assess the problem of predicting credit card churn in 

banks [3], predict customer churn based on behavioral model analysis in e-commerce domain [8], calculate the 

bank customer churn prediction [1], and predict churn prediction of supermarket customer in retail industry [27]. 
 

2.2.2. Convolutional neural network 

CNN is a DL algorithm that learns features from large amounts of data. CNN works by ingesting 

and processing large amounts of data in a pattern and then extracting the most important features for 

classification and detection. A typical CNN consists of three types of components: pooling layer, 

convolutional layer, and fully connected layer. Each component has a different goal, performs a task based 

on input data, and learns increasing amounts of complexity [28]. The CNN algorithm is utilized in various 

application domains. The best performances are showed in the subsequent researches. CNN was involved to 

predict customer satisfaction based on previous purchases [29], predict churn prediction of supermarket 

customer in the retail industry [27], predict consumer repurchase behavior in the e-commerce domain [23] and 

analyze the propensities of South Korea airlines customers for predicting churn and customer satisfaction [16]. 
 

2.2.3. Long short-term memory 

LSTM is a DL algorithm which is a variation of recurrent neural networks (RNN). LSTM introduce 

a new unit called a memory cell, which allows the network to store and access information over an extended 

period. The memory cell of an LSTM consists of several gates: an input gate, an output gate, and a forget 

gate. These gates regulate the flow of information within the memory cell, allowing control over what 

information to remember and what to forget. This gives the LSTM the ability to memorize important 

information over long sequences and ignore less relevant elements [30]. The LSTM algorithm is employed in 

different application domains. The best results are represented in the following papers. LSTM was used to 

predict consumer repurchase behavior in the e-commerce domain [23], analyze consumer sentiment using 

online feedback in the airlines industry [19], predict user satisfaction based on sentiment analysis for social 

media data in Saudi Arabia’s [31] and predict customer abandonment in the telecommunication industry [32]. 
 

2.2.4. Convolutional neural network - long short-term memory 

CNN-LSTM is a DL algorithm that represents a sequence of two networks: CNN and LSTM. This 

type of data has a memory mechanism that allows it to retain information from one prediction to another. 

Therefore, CNN-LSTM is a CNN whose final output is sent directly into an LSTM, which will then realize its 

prediction [33]. The CNN-LSTM algorithm is employed in various application domains. The best performances 

are showed in the subsequent researches. CNN-LSTM was used to analyze the propensities of South Korea 

airlines customers for predicting churn and customer satisfaction [16], analyze consumer sentiment using online 

feedback in the airlines industry [19], predict user Satisfaction based on sentiment analysis for social media data 

in Saudi Arabia’s [31], and predict consumer repurchase behavior in the e-commerce domain [23]. 
 

2.3.  Performance evaluation of the model 

Evaluating the performance of a ML model is one of the important steps in building an effective ML 

model. Various metrics are used to assess the quality of the model. These performance metrics help us 

understand how well our model performs for the given data. There are a variety of evaluation metrics 

available in ML. These metrics are based on 4 concepts: true positive (TP) denotes that the customer is 

satisfied, and the model predicts that the customer is satisfied; true negative (TN) indicates that the customer 

is not satisfied, and the model predicts that the customer is not satisfied; false positive (FP) shows that the 

customer is not satisfied, but the model predicts that the customer is satisfied; and false negative (FN) 

denotes that the customer is satisfied, but the model predicts that the client is not satisfied. TP, TN, FP, and 

FN are shown in Figure 2 that represents the confusion matrix. 
 

2.3.1. Accuracy 

Accuracy is an important and intuitive metric as it calculates the proportion of correct predictions 

out of the total number of predictions [34]. It measures how often a ML model correctly predicts the 

outcome. This metric is simple to calculate and understand. Accuracy can be calculated by (1). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+∑ 𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

∑ 𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 × 100 (1) 

 

2.3.2. Precision 

Precision appears to be an important metric in monitoring model performance, as it generally 

calculates the ratio between the best predicted results and the effective results [34]. It measures the frequency 

of ML predicting the positive cases. Precision can be calculated by (2). 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

∑ 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ ∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 × 100 (2) 

 

2.3.3. Recall 

Recall is the ratio of the number of correctly predicted positive instances (TP) to the total number of 

actual positive instances [34]. In other words, it measures the completeness of the ML model when it 

identifies positive cases. Recall can be calculated by (3). 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ ∑ 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 × 100 (3) 

 

2.3.4. F1 score 

F1 score provides a single metric that encapsulates both dimensions of a model’s accuracy. It is a 

weighted comparison of average precision and recall [34]. This metric ensures that precision and recall 

contribute equally to the score. The F1 score is particularly insightful when you need a single measure to 

balance precision and recall. F1 score can be calculated by (4). 
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
∑ 𝑅𝑒𝑐𝑎𝑙𝑙∗ ∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

∑ 𝑅𝑒𝑐𝑎𝑙𝑙+∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 × 100 (4) 

 

 

 
 

Figure 2. Confusion matrix 
 
 

3. RESULTS AND DISCUSSION  

Because it is more expensive to acquire a new customer; It is five times more expensive than 

retaining an existing customer [9], henceforth, there is a need to ensure the customer satisfaction which is an 

important metric in every business, and a key of increasing customer lifetime value, retaining customers and 

thus reducing churn. In addition, a good predictive model for customer satisfaction can help any organization 

making the right decisions, improving their performance, and enhancing their market position. The subject 

has been active for a long time and is still active today with multiple publications. 

After reviewing all the previous algorithms, a key information comparative study was performed to 

answer the following questions: 

− Which AI algorithms were tested? 

− What were the best algorithms and what were their score and performance? 

− What metrics were employed to evaluate the suggested algorithms? 

− In which sector and application domain these algorithms have been tested? 

The responses to all these questions are available in the comparative study. It provides a benchmark for the 

factors involved in the process of building a smart AI algorithm that works well to predict customer satisfaction.  

Overall, 18 papers related to customer satisfaction and AI techniques are viewed. The benchmark 

results are summarized in Table 1. While earlier studies have explored relationships between factors 

influencing customer satisfaction prediction within specific domains and evaluated different AI algorithm to 

determine the most effective one. This study presents a diagnosis of these researches through a benchmark to 

identify AI algorithms that perform best for predicting customer satisfaction across a wide range of domains. 

Table 1 summarizes the significant articles related to customer satisfaction prediction using AI 

approaches. It also provides informations about the years of publication, the sector and application domain, 

the algorithms utilized, the performance metrics used, the best algorithms and the best scores. Most papers 

were published between 2018 and 2023. 50% of papers deal with customer satisfaction using ML algorithms, 

while the other half use DL algorithms. Figure 3 represents 39% of the papers related to the banking sector, 

22% papers are related to the e-commerce sector, 17% papers are linked to the Airlines industry, 17% papers 
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are in the telecommunications sector and 5% in the retail domain. Figure 4 shows that the most used metrics 

include accuracy first, then F1-score, recall, and precision. 

Figure 5 indicates that among the most used ML algorithms, RF obtains the first position, then 

SVM, GB, and DT. RF and GB give the best performance. Figure 6 shows that the most used DL algorithms 

are CNN, LSTM, and the combination of this 2 algorithms CNN-LSTM. The optimal algorithm in terms of 

performance is CNN-LSTM. We can also notice that DL models exceed ML models in most cases if these 2 

types of AI algorithms are used in the same paper. 

 

 

Table 1. Summary of papers related to customer satisfaction using AI 
Ref. Year Algorithm 

type 
Sector Application 

domain 
Algorithms Metrics Best 

Algorithm 
Best score (%) 

[9] 2023 ML Telecom Churn prediction LR, RF, DT, 

XGBOOST 

Accuracy 

F1-score 

Recall 

Precision 

XGBOOST Accuracy: 96,2 

F1-score: 83,6 

Recall: 83 

Precision: 54 
[1] 2022 Banking Churn prediction RF, NB, GB, ET, 

AB, KNN, SVC, 

DT, LR, ANN, 

and NB) 

Accuracy 

F1-score 

 

RF 

GB 

Accuracy: 86 

F1-score: 86 

[2] 2022 Churn prediction LR, SVC, GBDT, 
RF, AdaBoost 

Accuracy 
Recall 

F1-score  

Precision 

AdaBoost Accuracy: 81,1 
Recall: 71,76 

F1-score: 59,9 

Precision: 51,4 

[4] 2021 Customer 

satisfaction 

LR, RF, NB, 

SVM, DT, KNN 

Accuracy 

F1-score 
Precision 

Recall 

RF 

DT 
LR 

Accuracy: 96 

F1-score: 97 
Precision: 98 

Recall: 96 

[25] 2020 Churn prediction KNN, DT, SVM, 

RF 

Accuracy RF Accuracy: 92 

[3] 2020 Churn prediction RF, AdaBoost, 

SVM, KNN, 

XGBOOST, NB, 

DT, ANN 

Accuracy 

F1-score 

Recall 

RF Accuracy: 88,7 

F1-score: 91 

Recall: 89 

[6] 2022 E-commerce Online shopper's 
behavior 

NB, KNN, SVM, 
LR, RF, GB, 

AdaBoost 

Accuracy 
Precision 

F1-score 

Recall 

GB Accuracy: 90,5 
Precision: 76,1 

F1-score: 68,9 

Recall: 63 

[7] 2020 Online shopper's 

behavior 

DT, RF, ANN, 

SVM 

Accuracy 

F1-score 

RF Accuracy: 87,6 

F1-score: 93 
[15] 2018 Airlines Customer 

satisfaction 

NB, K-Star, IBK AUC IBK AUC: 97,59 

[29] 2023 DL Banking CRM CNN Accuracy 

F1-score 

AUC 

CNN Accuracy: 77 

F1-score: 83 

AUC: 84 
[5] 2015 Customer 

satisfaction 

MultiLayer 

Perceptron ANN 

Accuracy MLP ANN Accuracy: 73 

[16] 2022 Airlines Customer 

satisfaction 

ML: KNN, DT, 

RF, XGBoost 

DL: CNN, CNN-
LSTM 

Accuracy 

F1-score 

Precision 
Recall 

CNN-

LSTM 

Accuracy: 94 

F1-score: 93 

Precision: 94 
Recall: 94 

[19] 2021 Consumer 

Sentiment 

Analysis 

ML: LR, NB, DT, 

SVM, 

DL: CNN, LSTM, 

CNN-LSTM 

Accuracy 

F1-score 

Precision 

Recall 

CNN-

LSTM 

Accuracy: 91,3 

F1-score: 87,5 

Precision: 87,8 

Recall: 87 
[8] 2018 E-commerce Online shopper's 

behavior 

Multi-layered 

ANN 

Precision ANN Precision: 80 

[23] 2021 Consumer 

Repurchase 

behavior 

ML: SVM, RF, 

XGBoost 

DL: CNN, LSTM, 
CNN-LSTM 

Accuracy 

Recall 

F1-score 

CNN-

LSTM 

Accuracy: 87,5 

Recall: 83,9 

F1-score: 85,6 

[32] 2024 Telecom Customer 

abandonment 

LSTM Accuracy LSTM Accuracy: 95 

[31] 2023 User Satisfaction 

Based on 
Sentiment 

Analysis 

LSTM, GRU, 

BiLSTM, CNN-
LSTM 

Accuracy 

Sensitivity 
Specifity 

F1-score 

LSTM Accuracy: 97 

Sensitivity: 93 
Specifity: 98 

F1-score: 95 

[27] 2022 Retail Churn prediction 

of Supermarket 

customer 

ANN, CNN Accuracy 

Precision 

Recall 

CNN Accuracy: 97 

Precision: 97 

Recall: 97 
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Figure 3. Paper distribution by sector 

 

Figure 4. Paper distribution by used metrics 

 

 

  
 

Figure 5. Paper distribution by used ML algorithms 

 

Figure 6. Paper distribution by used DL algorithms 

 

 

In our study, we discovered that many studies on predicting customer satisfaction highlight issues 

with data availability and question the reliability of findings. Therefore, customer satisfaction is considered 

subjective, relative, dynamic, and influenced by individual perceptions and subject to change over time, 

making its definition and measurement challenging. However, further, and in-depth studies are warranted to 

explore alternative data sources that could mitigates the limitations explained before, such as collecting 

qualitative data from client feedback sessions or integrating data from emerging technologies like sentiment 

analysis of social media posts. Future studies may explore to gather real-world data on customer satisfaction 

and implement regular satisfaction surveys focusing on emotional factors. Based on our study we concluded 

that the customer satisfaction’s prediction is applicable on a multitude domain. Certainly, there are some 

limitations that we already listed previously in this paper, but following implications mentioned also for 

future research should focus on developing robust methodologies for data cleaning and preprocessing to 

enhance the reliability of predictions. 

 

 

4. CONCLUSION 

In summary, this paper explains the importance of customer satisfaction for any business, which 

pushes decision makers to be proactive by implementing strategies based on correct predictions and close to 

reality. To predict customer satisfaction, it was necessary to study the different prediction algorithms to 

define the most efficient one in terms of accuracy and precision. This paper aims to find the most accurate 

prediction model for customer satisfaction. The study’s results showed that RF and GB algorithms in ML and 

CNN-LSTM in DL provide the best performance. In addition, DL algorithms outperform ML in most cases. 

Over this study, it turns out that most articles related to the prediction of customer satisfaction report the 

unavailability of data and question their reliability. Therefore, customer satisfaction is subjective, relative, 

and evolving, because it depends on the individual perception of the client and can vary over time. 

Satisfaction is never purely rational; it is also a matter of emotions. This is what makes it so difficult to 
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define and measure. As next step, we intend to collect real data related to customer satisfaction, also set up 

frequent satisfaction surveys considering the factors related to the customer emotions. 
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