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 This research focuses on developing models to accurately predict student’s 

cumulative grade point average (CGPA) in the early stages of their study to 

tackle the problem of dropout rates in educational institutions. The state-of-

the-art methods address CGPA prediction as a classification problem, 

providing only an approximate prediction where precise prediction is 

essential. In this research, six regression models, namely linear regression, 

support vector regression (SVR), decision tree (DT), random forest (RF), 

lasso regression (LR), and ridge regression (RR) are developed without 

optimization and later fine-tuned using Bayesian optimization (BO) and 

GridSearchCV. BO efficiently searches the hyper-parameter space using 

probabilistic distribution’s function, whereas GridSearchCV exhaustively 

searches the hyper-parameter space. These techniques significantly 

improved the model's performance; SVR achieved an R² score of 94.11% 

through BO. Ensemble techniques, such as stacking, voting, and boosting, 

can further enhance the predictive capability of the model. The stacking 

ensemble model achieved the highest R² score of 94.45%, providing a 0.50% 

improvement in the R2 score. The findings of this study suggest that 

advanced optimization and ensemble techniques can substantially enhance 

the predictive capability of the model, thus enabling institutions to support 

students at risk of academic probation proactively. 
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1. INTRODUCTION  

Regularly analyzing and monitoring student’s performance in any educational institution is crucial, 

as the reputation and growth of the institution largely depend on the quality and success of its students. Both 

the students and the institution are interrelated as they influence each other’s growth. Students typically 

exhibit high levels of motivation and engagement at the commencement of the degree program, but some 

students experience a decline in focus as time progresses. This decline in motivation often results in low 

academic performance, which can lead to a decline in their cumulative grade point average (CGPA) [1], [2]. 

In the Middle East, most of the colleges and universities often implement academic probation 

policies. When a student's CGPA falls under 2.0, they are placed on academic probation. During this 

probationary period, students are assigned a reduced workload and given a fixed number of attempts to 

improve their CGPA. However, if a student is unable to demonstrate significant improvement and fails to 

meet the probationary requirements after the predetermined number of attempts, they may face expulsion 

from the college. The attrition rate of students due to academic probation and subsequent expulsion will have 

https://creativecommons.org/licenses/by-sa/4.0/
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a significant impact on educational institutions, affecting reputation, funding, and overall performance 

metrics. To mitigate the potential negative impact of a high attrition rate, institutions should strive to monitor 

and predict student performance closely, thereby proactively identifying those at risk of academic probation 

or expulsion. By leveraging machine learning algorithms and predictive analytics, educators and 

administrators can accurately predict students' CGPA in advance. 

Considerable research has been conducted in machine learning [3]–[13] and, mostly through 

classification methods, to track the CGPA of students by classifying students' academic performance into 

categorical values that could be classified as high, medium, and low-level. Classification methods primarily 

relied on prior grades, attendance, and engagement of students to identify students at risk of probation. 

However, it provides merely approximate estimations of the students' performance by indicating categorical 

level whereas, CGPA is a numeric component. A limited amount of studies use regression models [14]–[16] 

to generate exact predictions of CGPA. However, the use of ensemble techniques to enhance the predictive 

performance of the model remains underutilized. 

This paper focuses on developing a predictive model for student's academic performance, 

specifically their CGPA. The following are the objectives of this research work: i) to predict students’ CGPA 

accurately using various regression models, including linear regression, support vector regression (SVR), 

decision tree (DT), random forest (RF), lasso regression (LR), and ridge regression (RR); ii) to optimize the 

model's hyper-parameters using Bayesian optimization (BO) and GridSearchCV to improve predictive 

accuracy; iii) to use ensemble techniques to boost the predictive capability of the model; and iv) to evaluate 

the effectiveness of ensemble models in forecasting the CGPA accurately. The research methodology will 

involve the careful selection and preprocessing of the dataset, followed by the implementation of a series of 

regression modeling techniques, including linear regression, support vector classifier (SVC), DT, RF, LR, 

and RR. Enhancing the model performance through ensemble methods, including voting, stacking, bagging, 

and boosting. The ensemble technique combines multiple individual models to improve the predictive 

capability and robustness of the model. By aggregating the strengths of different models, the ensemble 

technique can reduce errors and increase reliability. Overall, this research endeavors to provide valuable 

insights into the optimal predictive modeling approach for CGPA prediction, shedding light on the most 

effective techniques and methodologies for forecasting student's academic performance. 

The rest of the study is structured as follows. Section 2 lists relevant literature. Section 3 introduces 

the dataset and research technique. Section 4 contrasts the outcomes of different models. Lastly, section 5 

concludes and outlines future directions. 

 

 

2. RELATED WORKS  

Yağcı [3] employed data mining techniques to predict students' academic performance. The author 

has used midterm grades to predict final grades. Predictions are made using machine learning algorithms 

such as RF, k-nearest neighbor (KNN), support vector machine (SVM), logistic regression, and naïve Bayes, 

and their performance is compared. The author has utilized three types of features: midterm marks, 

departmental data, and faculty data to identify the target variable (CGPA). The author achieved an accuracy 

of 70-75% for the proposed model. 

Baashar et al. [4] predicted the CGPA of postgraduate students using various machine learning 

algorithms. The author used a real dataset of 635 students from a private university in Malaysia. Among the 

six different machine learning models, namely artificial neural network (ANN), least squares regression, 

SVM, DT, Gaussian process regression (GPR), and ensemble model, ANN achieved the best R² score of 

89%. In contrast, GPR achieved 71%. 

Bujang et al. [5] predicted the final grade of 1st-year students using six machine learning models. 

The author created two multi-class machine learning models, one with and one without synthetic minority 

oversampling technique (SMOTE), incorporating feature selection. The author found that the RF algorithm 

has the highest F1-score of 99.5% after applying SMOTE on the imbalanced dataset. 

Said et al. [6] predict the final grade of students using nine machine learning classification models. 

The author used a real student dataset from Saudi University and implemented a majority voting (MV) 

algorithm. The extra tree (ET) algorithm achieved an accuracy of 82.8%, and the MV model achieved 92.7% 

and outperformed all the other models. 

Nachouki and Naaj [7] proposed a CGPA prediction model (CPM) that predicts students' CGPA 

using second- and third-year courses. The author utilized the RF machine learning model on 105 student 

records, achieving an accuracy of 92.87%. Alangari and Alturki [8] predicted the performance of the students 

(GPA) using 15 classification algorithms. Among 15 classification models, the naïve Bayes and Hoeffding 

tree obtained the highest accuracy of 91%. 

Ibrahim and Ahmed [9] predicted the CGPA of students in two scenarios: one with the first three 

years' grades and another with the first two years’ grades. The dataset consisted of student data collected 
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from Comboni College of Science and Technology, Sudan, between 2007 and 2015. The author has utilized 

the J48 algorithm, achieving an accuracy of 83.333% for the first scenario and 81.0345% for the second 

scenario. 

Korchi et al. [10] predicted the performance of the students using machine learning models such as 

DT, RF, linear regression, KNN, extreme gradient boosting (XGBoost) and deep neural network. The author 

used 1,000 students' records, which included the marks in maths, reading, and writing. The deep neural 

network outperformed other models, achieving a determination coefficient of 99.97%. 

Iqbal et al. [11] predicted students' grades in various courses using collaborative filtering (CF), 

matrix factorization (MF), and restricted Boltzmann machine (RBM). The dataset used is real-world data 

collected from Information Technology University (ITU), Pakistan. The author found that the RBM 

technique outperformed other prediction techniques. 

Most research in the field of student CGPA prediction approaches it as a classification problem 

[6]–[8], [12], [13] rather than a regression problem [14]–[16]. The existing models categorize the students 

into different groups based on the predicted CGPA, rather than providing a precise numerical prediction of 

their actual CGPA. By treating the CGPA prediction as a classification problem, the models are making 

approximate predictions rather than accurate ones. This is because they are not considering the continuous 

nature of CGPA values and are instead focusing on placing students into predefined categories.   

While classification models may still provide valuable insights and help in identifying trends and patterns in 

CGPA data, they may not be the most effective approach for accurately predicting individual student  

CGPA scores. Regression models, on the other hand, are specifically designed to provide precise  

numerical predictions and may be more suitable for this purpose. The summary of existing methods is given 

in Table 1.  

 

 

Table 1. Comparison between CGPA predictive techniques 
Reference Features used Methods No. of 

records 

Best performance Limitation 

Yağcı [3] Mid-term marks, departmental 

data, and faculty data 

RF, NN, LR, 

SVM, NB and 

KNN 

1854 Accuracy- 74% An accurate prediction 

of CGPA was not done 

only range was 
predicted.  

Baashar et al. [4] Gender, race, program name, 

sponsorship, attendance 

ANN, LSR, SVR, 

DT, GPR, and 

Bagged trees 

ensemble models 

635 Accuracy-89% The dataset used is 

very small. 

Bujang et al. [5] Continuous assessment marks DT (J48), SVM, 

NB, KNN, LR, 

and RF 

1282 F1-99.5% CGPA was treated as a 

categorical value  

Said et al. [6] Demographic, pre-admission, 

and academic. 

ET and MV  Accuracy-92.7% CGPA was treated as a 

categorical value 
Nachouki and 

Naaj [7] 

CGPA for second- and third-

year and high school average 

RF 105 Accuracy-94.29% This study is 

conducted using a 

smaller dataset. 

Alangari and 

Alturki [8] 

Semester CGPA, course grade NB and Hoeffding 

tree 

530 Accuracy-91% CGPA was treated as a 

categorical value 
Ibrahim and 

Ahmed [9] 

Course grades of different 

subjects 

DT (J48) 522 83.333% CGPA was treated as a 

categorical value 

Korchi et al. [10] Marks in maths, reading, and 

writing 

Deep neural 

network 

1000 F1-99.87% CGPA was treated as a 

categorical value 

Iqbal et al. [11] Age, gender, high school exam 
scores, region, CGPA 

Logistic 
regression 

 Accuracy-83.5% CGPA was treated as a 
categorical value 

 

 

3. METHODOLOGY 

This research aims to predict the final CGPA of undergraduate students at three different stages: 

after the first-, second-, and third-year of study. To achieve this, we developed three models: 

‒ Model 1: predicts final CGPA using grades from first-, second-, and third-year subjects. 

‒ Model 2: predicts final CGPA using grades from first-, second-year subjects. 

‒ Model 3: predicts final CGPA using grades from first-year subjects.  

Each model is evaluated based on the performance metrics to determine its efficiency in predicting the 

CGPA. Predicting student’s performance at the end of every year is essential to analyze the performance of 

the students and also to identify the students on the borderline and take necessary measures to prevent the 

dropout rate. Figure 1 illustrates the fundamental steps involved in developing a predictive model.  
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Figure 1. Steps in building a predictive model 

 

 

3.1.  Data collection 

The dataset used in this research comprises a collection of academic records from undergraduate 

students spanning the academic years 2016-2020. It was obtained from the University of Technology and 

Applied Sciences, Ibri in Oman and includes subject marks of a four-year degree program for 1,259 students. 

The dataset includes students who have completed their degrees and those who are still registered, as shown 

in Table 2. Only students with the status "degree completed" are considered for predictive modeling. To 

graduate, students must complete 128 credit hours. Specialization courses are 3 credits each, and a few 

introductory courses are 2 credits each. As the university operates on a credit-based system, students at the 

same level may pursue different subjects. Some first-year courses are introductory courses, and the grades 

obtained in those courses will not affect the CGPA; those courses are not included in the predictive modeling.  

 

 

Table 2. Sample dataset 
Student_id Status CGPA Sub-1 Sub-2 Sub-3 . . . Sub-43 Sub-44 

2011592001 Degree completed 3.04 B+ B+ C+ . . . B- A- 

2011592002 Degree completed 2.74 C B C+ . . . C- B 

2011592003 Degree completed 2.79 A- B+ C- . . . D B 

2011592004 Degree completed 2.28 C+ C+ D . . . B C 

2011592005 Degree completed 2.71 B- B- B . . . C+ B+ 
2011592008 Degree completed 2.75 B B+ C+ . . . B- B- 

2011592009 Degree completed 3.18 B A- C . . . C+ B+ 

2011592010 Degree completed 2.34 D+ C- D . . . B- C+ 

 

 

3.2.  Data preprocessing 

The first step in building any machine learning model is to preprocess the raw data. Data  

pre-processing techniques, such as feature engineering, handling missing values, and data conversion, are 

applied to the raw data to make it suitable for predictive modeling. The grades of the subjects are converted 

from categorical values to numerical values based on the criteria given in Table 3.  

 

 

Table 3. Credit score for grades 
Grade Scale 

A 4.0 

A- 3.7 

B+ 3.3 

B 3.0 

B- 2.7 
C+ 2.3 

C 2.0 

C- 1.7 

D+ 1.3 

D 1.0 
F 0 
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3.3.  Dataset filtering 

Only the records of graduated students are considered for predictive modeling. The students with the 

status "registered" are excluded from model creation. In the dataset, the column representing the CGPA is 

considered the target column or dependent column, while the subject grades are regarded as the independent 

features. The frequency distribution of the CGPA column is shown in Figure 2. 

 

 

 
 

Figure. 2. CGPA distribution of graduated students 

 

 

3.4.  Handling missing values 

Some elective courses are opted by very few students, so those columns will have more null values; 

such features are dropped and not included in predictive modeling. Some subjects will have few null values; 

those null values are replaced with the average grade of ‘C’ to avoid bias. This imputation strategy ensures 

that the model maintains robustness without disproportionately penalizing students who did not select certain 

electives. 

 

3.5.  Handling ordinal values 

Each subject contains the grade that was scored in that subject. Grade is an ordinal attribute that is 

mapped to a numerical value. For example, if 'A' is the highest grade, it could be mapped to 4, and 'F' is the 

lowest grade, it could be mapped to 0. Replace the ordinal grades with their corresponding numerical values 

in the dataset to facilitate analysis and model building. 

 

 

4. PREDICTIVE MODELS 

4.1.  Linear regression 

Linear regression is a machine learning algorithm used to predict continuous variables [17].  

It assumes a linear relationship between the target variable and the independent variable. The model 

estimates the slope and intercept of the line’s best fit, as shown in Figure 3, which represents the relationship 

between the variables using the formula given in (1).  

 

𝑌𝑖 = 𝛽0 + 𝛽𝑖𝑋𝑖  (1) 

 

Where Yi is dependent variable, β0 is constant/intercept, βi is slope/intercept, and Xi is independent variable. 

The linear regression model is simple and easy to interpret. They require minimal computational resources, 

but it is very sensitive to the outlier and underperform with non–linear data. 

 

4.2.  Support vector regression 

SVR is a supervised machine learning model used to predict the continuous target variable. The 

objective of SVR is to find a hyperplane in a higher-dimensional space that best represents the relationship 

between the input features and the target variable [18], as shown in Figure 4. The equation of the hyperplane 

is given in (2). 
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 𝑌 = 𝑊𝑋 + 𝑏 (2) 

 

Where b is the bias term, W is the weight, and X and Y are the input feature and target value, respectively.  

Different hyper-parameters can be tuned to improve the performance of the SVR, such as: 

‒ Regularization parameter (C): this parameter controls the trade-off between maximizing the margin of 

tolerance and minimizing the error. A smaller value of C results in more deviations from the actual 

values, and a large value of C results in strict adherence to the actual values.  

‒ Epsilon (𝜀): this parameter defines the margin of tolerance between the predicted values and the actual 

values. Larger values of 𝜀 result in more significant deviation between the actual and predicted values. 

Smaller values result in a smaller margin of deviation.  

‒ Gamma: this parameter defines the influence of a single training example on the decision boundary. A 

higher gamma value yields a narrower range of influence and can lead to overfitting.  

SVR performs well with high dimensional data and maintains robustness with numerous features. But it is 

highly sensitive to the choice of kernel and the C. 
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Figure 3. Linear regression 

 

Figure 4. Support vector regression 
 

 

4.3.  Decision tree regression 

The DT is a popular machine learning algorithm that can be used for both classification and 

regression tasks. It is a tree-based predictive model. DTs learn from data to approximate a sine curve, as 

shown in Figure 5, with a set of if-then-else decision rules [19], [20]. The deeper the tree, the more complex 

the decision rules and the fitter the model. The max_depth parameter controls the maximum depth of the tree; 

if it is set too high, the DT learns too many fine details, resulting in overfitting. However, a DT cannot 

effectively capture complex relationships, and it is prone to overfitting.  
 

 

 
 

Figure 5. DT regression 
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4.4.  Lasso regression 

LR is a linear regression technique that incorporates a penalty term known as the L1 regularization 

[21]. It is used for feature selection and improving the interpretability of the model. In this method, the objective 

function is modified by adding the sum of the absolute values of the coefficients, multiplied by a tuning 

parameter λ. Mathematically, the LR model can be represented by the following formula, as shown in (3). 

 

𝑅𝑆𝑆 + 𝑙𝑎𝑚𝑏𝑑𝑎 ∗ 𝑠𝑢𝑚(|𝑏𝑒𝑡𝑎𝑗|) (3) 

 

Where RSS is the residual sum of squares and beta_j represents the regression coefficients. The lambda 

parameter controls the amount of regularization applied, with higher values resulting in more shrinkage of the 

coefficients towards zero. The LR model is beneficial in scenarios where the number of predictors is large 

and a subset of essential variables needs to be selected. By introducing the penalty term, lasso encourages 

sparsity in the coefficient matrix, effectively shrinking some coefficients to zero and eliminating those 

variables from the model. This feature selection property makes lasso a valuable tool in situations where the 

interpretability and simplicity of the model are desirable. Additionally, the introduction of the lambda 

parameter allows for tuning the model's complexity and balancing between bias and variance. However, the 

lasso model can over-shrink the coefficients, leading to underfitting.  

 

4.5.  Ridge regression 

RR, also known as Tikhonov regularization, is a linear regression technique that mitigates the 

effects of multicollinearity in a dataset. It achieves this by adding a penalty term called the L2 regularization 

to the ordinary least squares objective function [22]. Mathematically, the RR model can be expressed as 

shown in (4). 

 

𝑅𝑆𝑆 + 𝑙𝑎𝑚𝑑𝑎 ∗ 𝑠𝑢𝑚(𝑏𝑒𝑡𝑎𝑗
2) (4) 

 

Where RSS is the residual sum of squares and beta_j represents the regression coefficients. The lambda 

parameter controls the amount of regularization applied, with higher values resulting in more significant 

shrinkage of the coefficients towards zero. The RR model helps to overcome the issue of multi-collinearity, 

where predictor variables are highly correlated with each other. By adding the L2 regularization term, RR 

reduces the impact of correlated variables by shrinking their coefficients. This leads to a more stable and 

robust model. However, the coefficient can still be challenging to predict in high-dimensional space. Unlike 

LR, RR does not set coefficients to precisely zero. Instead, it shrinks them towards zero, but they remain  

non-zero. This property of RR allows all predictors to still contribute to the model, with a reduced influence. 

The lambda parameter in RR provides a way to control the trade-off between model simplicity and fitting the 

training data, enabling a flexible approach to balance bias and variance. 

 

4.6.  Ensemble model 

Ensemble models are models that combine the predictions of individual machine learning models 

using techniques such as averaging, voting, or stacking. The four main types of ensemble models are 

bagging, boosting, voting, and stacking. In bagging, multiple models are trained, each using a subset of the 

training data. The ensemble model combines the advantages of different models, thereby reducing 

overfitting. Boosting, on the other hand, also uses multiple models, but each model is trained on the same 

dataset. The difference is that incorrectly classified instances are given more weight, and subsequent models 

focus on correcting those errors. The voting ensemble combines the predictions of different predictive 

models using either soft voting (a weighted average of probabilities) or hard voting (a majority vote). This 

leverages the collective knowledge of diverse models for a more accurate prediction. Lastly, the stacking 

ensemble model combines the predictions of the base models using another machine learning model known 

as a meta-learner. This meta-learner learns how to combine the predictions of base models best. By 

combining the advantages of several models and mitigating their drawbacks, ensemble models are an 

effective means of enhancing prediction performance. 

 

 

5. RESULTS AND DISCUSSION 

Regression model fitness can be measured using the metrics R² coefficient of determination. The R² 

measures the percentage of variance in the target variable with respect to the independent variable, as shown 

in (5). The value can range between 0 and 100%. The higher the value, the better the model predicts the 

target variable. The mean squared error (MSE) calculates the average of the squared differences between the 
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target variable and the prediction, as shown in (6). The lower value of MSE indicates how the prediction is 

close to the true value of the variable. Since the difference between the prediction and actual value is squared, 

extreme values, such as outliers, will have a significant impact on the model's performance. To overcome this 

limitation, we utilize the root mean squared error (RMSE) metric. RMSE measures the average difference 

between values predicted by a model and the actual values, as shown in (7). The mean absolute error (MAE) 

metrics are measured as the average of the absolute error values as shown in (8). 
 

𝑇ℎ𝑒 𝐹1 𝑠𝑐𝑜𝑟𝑒 (𝑅2) =
2 𝑋 𝑃𝑅𝑋 𝑅𝑅

𝑃𝑅+𝑅𝑅  (5) 

 

𝑀𝑆𝐸 =
1

𝑛
∑𝑖=1

𝑛 (𝑡𝑖 − 𝑦𝑖)2 (6) 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑𝑖=1

𝑛 (𝑡𝑖 − 𝑦𝑖) (7) 

 

𝑀𝐴𝐸 =
1

𝑛
∑𝑖=1

𝑛 (𝑡𝑖 − 𝑦𝑖) (8) 

 

Where, 𝑦𝑖 is the predicted value of the model, 𝑡𝑖  is the actual value and 𝑛 is the number of samples in the test 

dataset.  
 

 

6. MODEL EVALUATION 

6.1.  Hyper-parameter tuning methods 

Hyperparameters are parameters that influence both the training process and the model's 

performance. The process of searching for the optimal hyper-parameter value combinations for a model is 

known as hyper-parameter tuning [23], [24]. Hyper-parameter optimization can be represented in the form as 

shown in (9). 
 

𝑥∗ = arg 𝑚𝑖𝑛𝑥𝜀𝑋𝑓(𝑥) (9) 
 

Where, 𝑓(𝑥) represents an objective function to minimize RMSE or MAE or MSE on the validation dataset, 

𝑥∗is the set of hyper-parameters that yields the lowest value of score and 𝑋 takes any value from set 𝑥∗. 

There are many hyper-parameter tuning methods available, such as GridSearchCV, BO, random 

search, hill climbing, and simulated annealing, to improve the model performance, we proposed BO for 

tuning the regression models. We also compare BO with GridSearchCV. BO is a tuning method that relies on 

the Bayesian Gaussian theorem and is contingent upon a prior distribution. This approach combines the prior 

probability and the posterior probability of the function to evaluate the optimal point of the function. BO is a 

black box function specifically designed for global optimization techniques. It employs an acquisition 

function to strike a balance between exploration and exploitation when determining the next hyper-parameter 

value to evaluate [4].  

GridSearchCV is particularly useful for tuning multiple hyperparameters simultaneously, providing 

an automated approach to model optimization. It exhaustively searches over a grid of hyper-parameters.  

The hyper-parameters for the six regression models were optimized using BO and GridSearchCV. The best 

hyper-parameters for each model are listed in Table 4.  
 

 

Table 4. Hyper-parameters of machine learning models 
Model Best hyper-parameter using BO Best hyper-parameter using GridSearchCV 

SVR C=95.0701 

gamma=0.001 

𝜀=0.01 

C=10 

𝜀=0.07411 

gamma=0.001 
RR alpha=0.9999 alpha=10 

LR Alpha=0.0 Alpha=0.001 

RF n_estimator=10 

random_state=42 

n_estimator=300 

random_state=42 

DT max_depth=12 
random_state=42 

max_depth=9 

 

 

6.2.  Predicting student's performance using three-year course grade 

The experiment was conducted in Google Colab Pro using Python 3 and a Google Compute Engine 

backend (GPU–A100) with 40 GB of GPU RAM. Six machine learning models (linear regression, SVR, DT, 
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RF, LR, and RR) were trained on student’s first three-year course marks to predict their final CGPA. The 

model’s performance was evaluated using the metrics MSE, MAE, R², and RMSE. The performance of the 

models, both with and without optimization using GridSearchCV and BO, is presented in Tables 5 to 7, 

respectively. Without optimization, linear regression, RR, and LR achieved the highest R2 score of 93.98%.  

 

 

Table 5. Performance of regression models using 

default parameters 
Model MSE MAE R2 RMSE 

Linear regression 0.0092 0.0743 0.9398 0.0961 

RF 0.0183 0.1096 0.8801 0.1356 

SVR 0.0126 0.0890 0.9176 0.1124 

DT 0.0589 0.1870 0.6161 0.2427 

RR 0.0092 0.0743 0.9398 0.0960 
LR 0.1547 0.3230 -0.008 0.3933 

 

Table 6. Performance of regression models using 

GridSearchCV 
Model MSE MAE R2 RMSE 

Linear regression 0.0092 0.0743 0.9398 0.0961 

RF 0.0185 0.1107 0.8768 0.1363 

SVR 0.0090 0.0740 0.9400 0.0953 

DT 0.0527 0.1755 0.6563 0.2296 

RR 0.0092 0.0741 0.9400 0.0959 
LR 0.0092 0.0744 0.9395 0.0963 

 

 

 

Table 7. Performance of regression models using BO 
Model MSE MAE R2 RMSE 

Linear regression 0.0092 0.0743 0.9398 0.0961 

RF 0.0222 0.1206 0.8552 0.1490 

SVR 0.0098 0.0742 0.9411 0.0950 
DT 0.0604 0.1900 0.6064 0.2450 

RR 0.0092 0.0743 0.9398 0.0960 

LR 0.0092 0.0744 0.9395 0.0966 

 

 

After hyper-parameter tuning with GridSearchCV, SVR outperformed the other models with an  

R² score of 94.07%. BO further improved SVR's performance, resulting in an R² score of 94.11% due to the 

tuning of hyper-parameter such as kernel type, C, and 𝜀 allowed the model to better capture the pattern in the 

data. SVR also exhibits lower MSE and MAE values, highlighting its strong predictive capability. The 

evaluation metrics of ensemble models after BO is given in Figure 6. The difference between the actual and 

the predicted value for the different machine learning models are given in the line chart in Figure 7. Among 

the different ensemble models, the stacked ensemble model created with SVR, RR, and LR in layer 1 and LR 

as the meta layer achieved the highest R² score of 94.45% as shown in Table 8. Different models make 

different error’s by combining these models one model’s strength can hide the other model’s weakness. 

Moreover, stacking model learns to generalize better through meta layer. 

 

 

 
 

Figure 6. CGPA prediction model using BO 
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Figure 7. Line chart of CGPA prediction model after BO 

 

 

Table 8. Ensemble predictive model performance using BO 
Model MSE MAE R2 RMSE 

Voting regression 0.0089 0.0735 0.9415 0.0947 
Stacked regression 0.0086 0.0719 0.9445 0.0928 

Bagging random forest 0.0088 0.0728 0.9422 0.0941 

Grading booting 0.0148 0.0982 0.9034 0.1217 

 

 

6.3.  Predicting student's performance using first two years course grade 

In model 2, only the first 2 years' marks of all subjects are included to train the predictive model. 

The model performance without hyper-parameter tuning is shown in Table 9. The model LR and SVC have 

the highest R² score of 86. 62% when compared to the other models. The model performance using 

GridSearchCV and BO is shown in Tables 10 and 11, respectively. The model SVC obtained the highest R2 

score of 87.26 and 87.29% with GridSearchCV and BO, respectively. The evaluation metrics after BO are 
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given in Figure 8. Among the various ensemble models, the stacked ensemble model with SVR, RR, and LR 

in layer 1, and LR as the meta layer, achieved the highest R² score of 86.95%, as shown in Table 12. In terms 

of MSE/MAE, SVR obtained a lower error rate when compared to other individual models. 
 

 

Table 9. Performance of regression models using default values 
Model MSE MAE R² RMSE 

Linear regression 0.2053 0.1133 0.8662 0.1433 
RF 0.0266 0.1304 0.8265 0.1631 

SVR 0.0254 0.1262 0.8340 0.1595 

DT 0.0796 0.2299 0.4813 0.2821 

RR 0.0205 0.1133 0.8662 0.1432 

LR 0.1547 0.3230 -0.008 0.3933 

 

 

Table 10. Performance of regression models with GridSearchCV 
Model MSE MAE R² RMSE 

Linear regression 0.0205 0.1133 0.8662 0.1433 

RF 0.0279 0.1347 0.8180 0.1671 

SVR 0.0195 0.1115 0.8726 0.1398 

DT 0.0689 0.2117 0.5509 0.2625 

RR 0.0205 0.1134 0.8663 0.1432 
LR 0.0205 0.1138 0.8659 0.1434 

 
 

Table 11. Performance of regression models using BO 
Model MSE MAE R² RMSE 

Linear regression 0.0205 0.1133 0.8662 0.1433 

RF 0.0324 0.1471 0.7884 0.1802 

SVR 0.0195 0.1103 0.8729 0.1396 
DT 0.7562 0.2198 0.5073 0.2750 

RR 0.0205 0.1133 0.8662 0.1432 

LR 0.0205 0.1138 0.8659 0.1434 

 

 

Table 12. Ensemble predictive model performance using BO 
Model MSE MAE R2 RMSE 

Voting regression 0.0201 0.119 0.8686 0.1420 

Stacking regression 0.0200 0.1112 0.8695 0.1415 

Bagging random forest 0.0195 0.1087 0.8737 0.1398 

Gradient boosting 0.0263 0.1288 0.8280 0.1624 

 

 

 
 

Figure 8. CGPA prediction model using BO 
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6.4.  Predicting student's performance using first-year course grade 

Model 3 focuses on only including the marks of the first-year courses to train the predictive model. 

The model performance without hyper-parameter tuning is shown in Table 13. The model RF has the highest 

R² score of 70.63% when compared to the other models. RF also shows lower MSE, MAE, and RMSE 

values, indicating reduced error rates. The model performance after optimization with GridSearchCV and BO 

is shown in Tables 14 and 15, respectively. The SVR model obtained the highest R² scores of 72.62 and 

72.39% using GridSearchCV and BO, respectively. To further improve the model performance, ensemble 

models are created with these individual models. The stacking ensemble model, which combines SVR, RR, 

and LR in layer 1 and LR in the meta layer, performed better than SVR with BO. The R² score improved by 

0.08% from SVR to the stacking ensemble model as shown in Table 16. 

 

 

Table 13. Performance of regression models using 

default values 
Model MSE MAE R² RMSE 

Linear regression 0.0453 0.1702 0.7046 0.2129 

RF 0.0450 0.1687 0.7063 0.2123 

SVR 0.0459 0.1732 0.7003 0.2144 

DT 0.1127 0.2532 0.2656 0.3351 

RR 0.0453 0.1702 0.7047 0.2129 
LR 0.1547 0.3230 -0.0081 0.3933 

 

Table 14. Performance of regression models using 

GridSearchCV 
Model MSE MAE R² RMSE 

Linear regression 0.0453 0.1702 0.7046 0.2129 

RF 0.0446 0.1684 0.7092 0.2112 

SVR 0.0420 0.1629 0.7262 0.2049 

DT 0.0778 0.2171 0.4928 0.2790 

RR 0.0452 0.1702 0.7050 0.2127 
LR 0.0453 0.1703 0.7047 0.2128 

 

 

 

Table 15. Performance of regression models using BO 
Model MSE MAE R² RMSE 

Linear regression 0.0453 0.1702 0.7046 0.2129 

RF 0.0455 0.1696 0.7031 0.2134 
SVR 0.0443 0.1681 0.7239 0.2104 

DT 0.0978 0.2433 0.3625 0.3128 

RR 0.0452 0.1703 0.7054 0.2126 

LR 0.0453 0.1703 0.7047 0.2128 

 

 

Table 16. Ensemble predictive model performance using BO 
Model MSE MAE R² RMSE 

Voting regression 0.0422 0.1656 0.7245 0.2056 

Stacking regression 0.0422 0.1647 0.7247 0.2055 

Bagging random forest 0.0436 0.1680 0.7158 0.2088 

Gradient boosting 0.0471 0.1716 0.6927 0.2171 

 

 

7. COMPARATIVE ANALYSIS 

This section compares the results of the proposed model with the existing studies as shown in  

Table 17. Most of the studies [6]–[8], [25] considered CGPA prediction as a classification problem and 

obtained an accuracy of 92.7, 94.29, and 91% respectively. Whereas [2] predicted CGPA using regression 

models and obtained the highest R² score of 90% for LR and Bayesian regression. Essayad and Abdella [26] 

used gradient boost regression and obtained an R² score of 78.98%. The proposed stacked ensemble model 

was created with base learners such as SVC, RR, and LR with linear regression in the meta layer obtained the 

highest R² score of 94.45%. The accuracy and R² score cannot be directly comparable but still the higher  

R² score indicates better model performance.  

 

 

Table 17. Comparison with related works on academic performance prediction 
Previous studies Model R²/accuracy Features used 

Bhushan et al. [2] Linear regression 

RR 

LR 

Bayesian regression 

R2-87% 

R2-87% 

R2-90% 

R2-90% 

Academic, social media 

interaction, and attendance  

Said et al. [6] ET, MV Accuracy-92.7% Academic 
Nachouki and Naaj [7] RF Accuracy-94.29% Academic 

Alangari and Alturki [8] NB Hoeffding tree Accuracy-91% Academic 

Chen and Zhai [25] RF Accuracy-89% Academic 

Essayad and Abdella [26] Gradient boost regressor R2-78.98% Academic 

Proposed model Stacking ensemble model R2-94.45% Academic 
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8. CONCLUSION 

This research paper focused on optimizing regression and ensemble models to predict student’s 

CGPA to prevent drop-out rates in educational institutions. Six regression models, namely linear regression, 

SVR, DT, RF, RR, and LR models, were tested, with and without optimization. SVR achieved the highest  

R² score of 94.11%, along with the lowest MAE, RMSE, and MSE values when compared to the other 

regression models. By integrating ensemble methods, mainly stacking, the predictive capability of the model 

was significantly improved, achieving an R² score of 94.45%. Thus, the study demonstrated the effectiveness 

of ensemble modeling and BO in enhancing the accuracy of CGPA prediction models. These findings are 

valuable in improving the early identification of students at risk of dropping out and taking proactive 

measures to support their academic success. However, the main challenge of this research work is the use of 

a real-time dataset, given the student’s credit-based academic system. Students enroll in different subjects 

across various semesters, and predicting their CGPA is further complicated by this variability. Students on 

probation typically take 4 subjects, while regular students take 5 subjects, and those students with CGPA 

greater than 3.5 have the option to take on additional courses beyond the standard five subjects. As a result, 

we must address the presence of null values in the database due to these differences. Furthermore, the dataset 

was limited to subject marks and CGPA, excluding other potential factors that could influence CGPA. The 

models do not account for non-academic factors that may influence student performance. Future work can 

concentrate on other relevant factors that influence the performance of the students, such as attendance, 

internal assessment marks, extracurricular activities, and socio-economic background to develop a deep 

learning model for CGPA prediction. The data can be normalized and standardized before model creation as 

it involves different features. Techniques such as principal component analysis (PCA) can be used to select 

the most relevant features required to create the model. Models, such as convolutional neural network (CNN) 

or recurrent neural network (RNN), can be used for training, and the model's performance can be evaluated 

using metrics like MAE or RMSE. 
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