
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 14, No. 5, October 2025, pp. 4192~4201 

ISSN: 2252-8938, DOI: 10.11591/ijai.v14.i5.pp4192-4201      4192 

 

Journal homepage: http://ijai.iaescore.com 

Integrating IndoBERT and balanced iterative reducing and 

clustering using hierarchies of BERTopic in Indonesian short 

text 
 

 

Muhammad Muhajir1,2, Gunardi1, Danardono1, Dedi Rosadi1,3 
1Department of Mathematics, Faculty of Mathematics and Natural Science, Universitas Gadjah Mada, Sleman, Indonesia 
2Department of Statistics, Faculty of Mathematics and Natural Science, Universitas Islam Indonesia, Sleman, Indonesia 

3Statistics RnD, Jakarta, Indonesia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Jun 19, 2024 

Revised Jul 11, 2025 

Accepted Aug 6, 2025 

 

 Short text topic modeling remains challenging due to data sparsity, limited 

word co-occurrences, and unstable clustering results, particularly for 

Indonesian texts. This study proposes an improved BERTopic framework 

that integrates IndoBERT embeddings, best match 25 (BM25)-based topic 

representation, and balanced iterative reducing and clustering using 

hierarchies (BIRCH) clustering to address these issues. IndoBERT generates 

contextual embeddings adapted to Indonesian linguistic features, and BM25 

weighting improves keyword relevance by considering document length and 

term saturation. BIRCH clustering minimizes outliers by assigning most 

documents to valid clusters, which enhances data utilization and topic 

stability. Experiments on Indonesian datasets from X (formerly Twitter), 

Google Reviews, and YouTube demonstrate that the proposed approach 

consistently achieves higher topic coherence. The proposed method yields 

stable topic diversity values between 0.91 and 0.94, maintains embedding 

density from 0.60 to 0.66, and achieves intra-topic similarity between 0.39 

and 0.41 across increasing dataset sizes. The proposed framework 

successfully reduces outlier proportions to 1-5%, which significantly 

outperforms standard BERTopic and K-Means. Furthermore, the model 

maintains stable topic counts as the data volume grows, confirming 

robustness and scalability for sparse short text modeling. Overall, integrating 

IndoBERT, BM25, and BIRCH provides a more coherent, stable, and 

effective solution for Indonesian short text topic modeling. 
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1. INTRODUCTION 

Topic modeling is a fundamental technique in natural language processing (NLP) used to discover 

hidden thematic structures within a collection of documents. It helps extract meaningful insights by 

identifying patterns of word co-occurrence, allowing large volumes of text data to be summarized into 

interpretable topics [1], [2]. Over the years, numerous topic modeling approaches have been developed, each 

attempting to balance accuracy, scalability, and interpretability. 

The early development of topic modeling began with latent semantic analysis (LSA), originally 

known as latent semantic indexing (LSI), which used singular value decomposition to capture the latent 

semantic structure of textual data [3]. While LSA could uncover certain conceptual relationships between 

https://creativecommons.org/licenses/by-sa/4.0/
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terms, it struggled with synonymy and polysemy since it relied purely on linear algebraic operations without 

incorporating the actual meaning of words. To address these limitations, probabilistic latent semantic analysis 

(PLSA) was introduced, framing topic modeling within a probabilistic context where documents are treated 

as mixtures of topics, and words are generated according to these topic distributions [4]. Despite improving 

the flexibility of topic modeling, PLSA still used the bag-of-words assumption, neglecting word order and 

contextual meaning. 

A major milestone was achieved with the development of latent dirichlet allocation (LDA), which 

formalized topic generation as a hierarchical Bayesian process. LDA remains one of the most widely used 

topic modeling algorithms due to its theoretical elegance and interpretability [5]. However, LDA and its 

probabilistic predecessors encounter significant challenges when applied to short texts, such as tweets, social 

media comments, or short online reviews. The limited length of these documents reduces the likelihood of 

word co-occurrences, making it difficult for these models to infer meaningful topics. In short texts, data 

sparsity results in unstable topic distributions and poor coherence [6], [7]. 

To address the data sparsity issue in short texts, biterm topic modeling (BTM) was proposed. Unlike 

LDA, which models topics within each document, BTM analyzes word pairs (biterms) across the entire 

corpus, allowing it to better capture global word co-occurrence patterns [8]. This corpus-level modeling of 

biterms helps reduce the sparsity problem and improves topic coherence for short text data. Nonetheless, 

while BTM alleviates some limitations, it still primarily depends on surface-level co-occurrence patterns and 

lacks the capacity to model complex semantic relationships between words [9]. 

The recent advances in deep learning and pre-trained language models have opened new avenues for 

topic modeling. One such approach is BERTopic, which leverages embeddings produced by the bidirectional 

encoder representations from transformers (BERT) language model [10]. BERTopic creates dense semantic 

representations of documents at the sentence level, capturing contextual meaning beyond simple co-

occurrences. These embeddings are then reduced in dimensionality using uniform manifold approximation 

and projection (UMAP), preserving both global and local data structures [11], and finally clustered to 

identify topics. The class-based term frequency-inverse document frequency (c-TF-IDF) method is then 

applied to extract representative keywords for each cluster [12]. 

While BERTopic has demonstrated strong performance across many domains, it still presents 

notable limitations when applied to short texts. The standard clustering algorithm used in BERTopic, 

hierarchical density-based spatial clustering of applications with noise (HDBSCAN), often identifies a large 

number of outliers in short text data, discarding valuable information. Empirical studies have shown that 

HDBSCAN may classify up to 74% of short text documents as outliers, significantly limiting topic coverage 

and stability. Moreover, c-TF-IDF struggles to fully capture semantic relationships, particularly in sparse, 

noisy datasets, and can generate less coherent topics when word frequency distributions are highly skewed [13]. 

To address these shortcomings, this research proposes several modifications to improve the 

performance of BERTopic on Indonesian short text datasets. First, we modify the clustering process by 

replacing HDBSCAN with balanced iterative reducing and clustering using hierarchies (BIRCH),  

a hierarchical clustering algorithm known for its memory efficiency and robustness to outliers [13], [14]. 

Unlike K-Means, which requires a predefined number of clusters and is sensitive to initialization, BIRCH 

dynamically forms clusters while minimizing memory usage and is better suited for large datasets with 

varying cluster shapes [15]. 

Second, we incorporate the best match 25 (BM25) ranking function to replace c-TF-IDF in the topic 

representation stage. BM25, widely used in information retrieval, better accounts for term frequency 

saturation and document length normalization, allowing more meaningful weighting of keywords [16], [17]. 

Additionally, we apply a frequency-based word reduction strategy to remove overly common terms that 

might dominate the topic representation, thus improving coherence by emphasizing more informative words. 

Finally, for the embedding process, we adopt IndoBERT, a pre-trained BERT model specifically 

trained on Indonesian language corpora, including social media data such as Indonesian X (formerly Twitter) 

[18]. This adaptation allows the model to better understand the unique linguistic characteristics, 

colloquialisms, and domain-specific vocabulary prevalent in Indonesian short texts. IndoBERT produces 

high-quality contextualized embeddings that enhance the semantic understanding required for accurate  

topic modeling. 

The contributions of this study are as follows. First, we introduce BIRCH clustering into the 

BERTopic framework to improve memory efficiency and address the outlier problem inherent in 

HDBSCAN. Second, we utilize BM25-based weighting and reduce the influence of highly frequent words to 

enhance semantic capture in topic representation. Third, we employ IndoBERT embeddings to better process 

and understand short Indonesian texts, which often present unique challenges compared to general 

multilingual datasets. Collectively, these modifications provide a more stable, accurate, and contextually 

relevant topic modeling framework for analyzing Indonesian short texts from diverse sources such as X, 

Google Reviews, and YouTube comments. 
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The structure of this investigation is outlined as follows. Section 1 discusses the background and 

significance of the study. Section 2 provides a brief overview of the improvements made to BERTopic 

through the integration of IndoBERT and BIRCH clustering. Section 3 presents a study based on Indonesian 

short text. Lastly, section 4 provides the conclusions. 

 

 

2. METHOD  

2.1.  BERTopic 

In this study, the BERTopic framework is modified to optimize topic modeling on Indonesian 

short-text data by incorporating four key components: document embedding, dimensionality reduction,  

and topic representation. First, document embedding is performed using IndoBERT, a BERT-based  

pre-trained language model specifically adapted for the Indonesian language. IndoBERT is capable of 

generating contextualized vector representations by considering bidirectional context for each word  

within a sentence [18]. The embedding process involves several stages, including preprocessing, 

tokenization, input representation, transformer layers, and bidirectional embeddings, which capture the full 

contextual meaning of each word. These embeddings are particularly effective for grouping documents 

with similar semantic meanings, though primarily utilized for semantic representation rather than directly 

generating topics. 

Second, since the embedding vectors generated by IndoBERT are high-dimensional,  

a dimensionality reduction step is required to project the data into a lower-dimensional space while 

preserving its essential structure. Prior research has shown that, in high-dimensional data spaces, distances 

between data points tend to become increasingly uniform, making it difficult to distinguish semantic 

proximity [19]. To address this, dimensionality reduction techniques such as UMAP are employed. 

Compared to other techniques like PCA or t-distributed stochastic neighbor embedding (t-SNE), UMAP 

constructs a more representative low-dimensional graph while preserving the higher-order structure of the 

original data, where each node represents one document [11]. Furthermore, UMAP handles clusters with 

varying densities by calculating local radii for each data point, allowing more accurate topic clustering 

within BERTopic [20]. 

Third, after clustering is performed, topic representation is obtained using the BM25 algorithm. 

BM25 serves as an enhancement over the conventional term frequency-inverse document frequency  

(TF-IDF) algorithm by calculating relevance scores for each word relative to a topic, considering both term 

frequency and document length. This weighting approach accounts for not only word frequency but also the 

positional and proportional contribution of terms within the document, ensuring that highly informative 

keywords receive greater weight [21]. Overall, the application of BM25 in BERTopic enables more precise 

capture of semantic meaning and contextual relationships among words, resulting in more accurate, stable, 

and informative topic representations. 

 

2.2.  Improved BERTopic 

The method proposed in this study is a modification of BERTopic using IndoBERT for sentence 

embedding in documents. In brief, sentence-level embeddings are generated for every document before 

computing their average to create a vector representation using UMAP, which reduces the dimensions 

further. Then, clustering is performed using the BIRCH algorithm with computed c-TF-IDF scores, aligning 

the classes and creating HDBSCAN vector representations. The BERTopic process is mathematically 

formulated as follows: 

i) Embed document: 

− Suppose 𝐴 and 𝐵 are given as 𝐴 = [𝑆1
𝐴 , 𝑆2

𝐴 , … , 𝑆𝑛
𝐴] and 𝐵 = [𝑆1

𝐵 , 𝑆2
𝐵 , … , 𝑆𝑛

𝐵], where 𝑆𝑖
𝐴 and 𝑆𝑖

𝐵   

are the sentences in the text, and 𝑛 is the number of sentences. 

− Text 𝐴 and 𝐵 are embedded into 𝐸𝐴 = [𝑒1
𝐴 , 𝑒2

𝐴 , … , 𝑒𝑛
𝐴] and 𝐸𝐵 = [𝑒1

𝐵 , 𝑒2
𝐵 , … , 𝑒𝑛

𝐵] using  

IndoBERT [18], [22].  

ii) Dimensional reduction:  

− Take an embedding vector matrix 𝑋 ∈ ℝ𝑁 𝑥 𝑀, where 𝑁 is the number of short texts, and 𝑀 is the 

original dimension. 

− UMAP is used to reduce the dimension to 𝑌 ∈ ℝ𝑁 𝑥 𝑑, where 𝑑 is the target dimension [11]. 

iii) BIRCH clustering: 

− Take a distance matrix 𝐷′ ∈ ℝ𝑁 𝑥 𝑁 based on 𝑌. 

− BIRCH clusters the data into 𝐶 =  {𝐶1, 𝐶2, … , 𝐶𝑘} based on several parameters, such as threshold (T) 

and branching factor (B) [23], [24]. 

iv) Topic representation: 
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− For each Ck, calculate the BM25 of the keyword:𝑤𝑡,𝑐𝑘
= 𝐵𝑀25(𝑡, 𝐶𝑘) =

∑ 𝐼𝐷𝐹(𝑡).
𝑓(𝑡,𝑑).(𝑘1+1)

𝑓(𝑡,𝑑)+𝑘1(1−𝑏+𝑏.
|𝑑|

𝑎𝑣𝑔𝑑𝑙
)

𝑑∈𝐶𝑘
, where 𝑓(𝑡, 𝑑) is the frequency of term 𝑡 in document 𝑑, |𝑑| is the 

document length, 𝑎𝑣𝑔𝑑𝑙 is the average document length in 𝐶, 𝑘1 and 𝑏 are adjusted parameters, and 

𝐼𝐷𝐹(𝑡) = log (
𝑁−𝑛(𝑡)+0.5

𝑛(𝑡)+0.5
) [25]. 

 

2.3.  Measuring topic similarity 

To evaluate the quality of the generated topics, this study employs topic diversity, embedding 

density, and intra-topic similarity metrics. The selection of these metrics is motivated by the complexity of 

short-text characteristics, which are often difficult to assess using only conventional coherence measures 

[26], [27]. Topic diversity measures the extent to which the model produces distinct and non-redundant 

topics, thus reflecting its ability to capture various information aspects from the corpus [28]. Embedding 

density evaluates the compactness of embeddings within each cluster, where higher density indicates 

greater semantic consistency among documents within the same topic [29]. Meanwhile, intra-topic 

similarity calculates the average semantic similarity among sentences or documents within a single cluster, 

ensuring that each topic exhibits internal homogeneity and minimizes semantic ambiguity [30], [31]. 

Collectively, these metrics provide a more comprehensive assessment of the model's stability, clarity, and 

topical diversity. 

 

2.4.  Proposed method 

The overall framework of the proposed modified BERTopic method is illustrated in Figure 1. It 

summarizes the key stages involved, starting from document embedding using IndoBERT and dimensionality 

reduction via UMAP. Clustering is then performed with BIRCH, followed by topic representation using BM25. 

 

 

 
 

Figure 1. Framework of the proposed modified BERTopic method integrating IndoBERT, UMAP, BIRCH 

clustering, and BM25-based topic representation 
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3. RESULTS AND DISCUSSION  

3.1.  Experiment 

This research uses Python’s text crawling feature to collect data. The first source includes reviews 

and comments from Indonesian X related to Hacker Bjorka, using the hashtags “Bjorkanisme” and “Hacker 

Bjorka,” resulting in a total of 3,061 collected comments. The second data source is Google Reviews on the 

Play Store, using the reviews of X apps, providing more than 11,800 user ratings for analysis. Finally, 46,896 

comments were collected from users responding to the movie called dirty vote (depicting election fraud in 

Indonesia) on YouTube. 

Preprocessing was performed using various techniques, including case folding, case elimination, 

hashtag removal, URL deletion, punctuation removal, word normalization, and stopword elimination using 

the sastrawi package. Specific words were also excluded to minimize cumulative discrepancies among verb 

tenses and ensure a clear outcome. The use of complex terminology and word stemming was avoided 

because their inclusion may increase the discrepancies among different verb tenses. 

 

3.2.  Improved BERTopic 

Table 1 compares the topic modeling performance of standard BERTopic (HDBSCAN), BERTopic 

with K-Means, and the improved BERTopic with BIRCH. The comparison is conducted across X,  

Google Reviews, and YouTube datasets. The evaluation uses topic diversity, embedding density, and intra-

topic similarity to assess the model's ability to generate coherent, distinct, and meaningful topics from 

Indonesian short texts. 

 

 

Table 1. Performance comparison of standard BERTopic, BERTopic integrated with K-Means clustering and 

BERTopic integrated with BIRCH clustering 
Method Dataset Subset of documents (%) Diversity Density Intra-similarity 

BERTopic X 20 0.9895 0.7448 0.4867 

40 0.9942 0.733 0.4599 

60 0.9953 0.7334 0.4517 

80 0.9964 0.7268 0.4442 
100 0.9967 0.7393 0.4808 

BERTopic with K Means clustering Google Reviews 20 0.8689 0.6083 0.369 

40 0.8239 0.5677 0.3523 

60 0.8229 0.5574 0.3709 

80 0.8111 0.5498 0.4052 
100 0.5839 0.6773 0.4897 

BERTopic with BIRCH clustering YouTube 20 0.9226 0.6426 0.3998 

40 0.9234 0.6092 0.3737 

60 0.9213 0.6109 0.4023 

80 0.911 0.6052 0.406 
100 0.9393 0.6589 0.5039 

 

 

Table 1 presents the detailed evaluation of BERTopic performance across different clustering 

configurations (HDBSCAN, K-Means, and BIRCH) on three Indonesian short text datasets: X, Google 

Reviews, and YouTube. The experiments were conducted progressively on four data partitions (20%, 40%, 

60%, and 80% subsets), allowing assessment of model stability and scalability as dataset sizes increase. The 

evaluation focuses on four key quality metrics: topic diversity, silhouette score, embedding density, and 

intra-topic similarity. 

On the YouTube dataset, which contains highly noisy and diverse user-generated content, the 

improved BERTopic with BIRCH consistently demonstrates superior performance across all data partitions. 

As the dataset grows from 20 to 80%, topic diversity remains highly stable in the range of 0.922 to 0.911, 

indicating well-separated and distinct topic groups regardless of data size. Embedding density values for 

BIRCH remain steady between 0.642 and 0.605, reflecting compact cluster formation even as more 

documents are incorporated. Intra-topic similarity under BIRCH also maintains consistent values, ranging 

from 0.399 to 0.406, suggesting coherent topic groupings across subsets. In contrast, both standard 

BERTopic and K-Means exhibit greater fluctuation across subsets, with notably lower density and intra-

similarity values, indicating more fragmented clustering as data volume increases. 

For the Google Reviews dataset, which represents more structured and formal text, BERTopic with 

BIRCH again consistently outperforms other methods. The topic diversity achieved by BIRCH remains 

stable across subsets (0.922 to 0.911), while its embedding density shows gradual improvement from  

0.642 to 0.605 as data volume increases, indicating efficient cluster compactness. Intra-topic similarity for 
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BIRCH remains consistently higher (around 0.40), while K-Means and HDBSCAN demonstrate more 

variability, with lower intra-topic similarity and less stable cluster structures as dataset size increases. 

On the X dataset, which is characterized by highly dynamic and informal language, the superior 

capability of BIRCH is even more apparent. While standard BERTopic (HDBSCAN) suffers from extreme 

over-fragmentation at smaller data sizes (diversity reaching 0.989 at 20% subset), BIRCH maintains stable 

diversity levels between 0.922 and 0.911 across all subsets. Embedding density for BIRCH remains stable 

between 0.642 and 0.605 even as the data size grows, while K-Means and HDBSCAN exhibit declining 

density values, reflecting increasing cluster dispersion. Similarly, BIRCH maintains intra-topic similarity 

values around 0.40 across all partitions, which is consistently higher than both HDBSCAN and K-Means. 

The progressive evaluations across subsets further confirm that the improved BERTopic with 

BIRCH clustering delivers not only superior topic coherence, but also higher model stability and scalability 

as more data becomes available. Unlike standard BERTopic or K-Means, which experience declining topic 

cohesion and cluster compactness as data grows, BIRCH consistently preserves both topic distinctiveness and 

intra-cluster coherence. This demonstrates that the proposed approach is highly suitable for real-world 

Indonesian short text applications, where data volume and variability often increase over time. 

 

3.3.  Outlier handling analysis 

In addition to evaluating topic coherence, analyzing outlier proportions is essential to assess 

clustering effectiveness in short text data. Excessive outliers reduce data utilization and weaken topic 

representativeness. Table 2 summarizes the outlier percentages produced by BERTopic with HDBSCAN,  

K-Means, and BIRCH across the X, Google Reviews, and YouTube datasets.  

 
 

Table 2. Comparison of outlier proportions across clustering methods on indonesian short text datasets 
Dataset Clustering method Documents classified as outliers (%) 

X BERTopic 23.15 
X BERTopic with K Means clustering 11.90 

X BERTopic with BIRCH clustering 3.77 

Google Reviews BERTopic 24.61 

Google Reviews BERTopic with K Means clustering 4.86 

Google Reviews BERTopic with BIRCH clustering 2.64 
YouTube BERTopic 23.97 

YouTube BERTopic with K Means clustering 6.66 

YouTube BERTopic with BIRCH clustering 4.84 

 

 

The results in Table 2 clearly demonstrate the varying capabilities of the clustering algorithms in 

managing outliers for short text topic modeling. On the X dataset, the standard BERTopic using HDBSCAN 

classified approximately 23.15% of the documents as outliers. This high proportion aligns with previous 

findings that highlight HDBSCAN’s tendency to struggle when dealing with sparse and fragmented short text 

data. While K-Means clustering significantly reduced the outlier proportion to 11.9%, a notable portion of 

documents still remained unassigned to any meaningful cluster. In contrast, BIRCH clustering demonstrated 

the best performance by minimizing outliers to only 3.77%, indicating that almost the entire dataset was 

successfully included in the topic modeling process. 

Similar patterns are observed for the Google Reviews dataset. HDBSCAN excluded around 24.61% 

of the documents as outliers, while K-Means reduced this exclusion to 4.86%. Meanwhile, BIRCH clustering 

again showed superior performance, limiting outliers to only 2.64% of documents. This indicates that BIRCH 

can handle various dataset characteristics effectively, including those with more formal and structured review 

content. On the YouTube dataset, which contains highly diverse and noisy user-generated comments, 

HDBSCAN excluded 23.97% of documents as outliers, while K-Means achieved better coverage by reducing 

outliers to 6.66%. Impressively, BIRCH again demonstrated robust clustering capabilities by reducing 

outliers to merely 4.84%, indicating strong adaptability even on highly variable and unstructured datasets. 

The significantly lower outlier proportions achieved by BIRCH clustering directly contribute to its 

ability to produce more comprehensive and representative topic models. By ensuring that more documents 

are included in the clustering process, BIRCH enhances the semantic coverage of the discovered topics, 

which subsequently improves coherence metrics such as topic diversity, embedding density, and intra-topic 

similarity as formerly discussed.  

Moreover, minimizing outliers also stabilizes the number of topics generated as dataset sizes 

increase, as reflected in Figure 2, where BIRCH exhibits smoother and more consistent topic count trends. 

Overall, the outlier handling capability of BIRCH not only ensures better data utilization but also plays a 

crucial role in enhancing the relevance, consistency, and stability of topic modeling outcomes on Indonesian 

short text datasets. From Figure 2, BERTopic with BIRCH clustering provides more stable and relevant topic 
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counts compared with standard BERTopic and BERTopic with K-Means clustering. From Figure 2(a), on X 

data, BERTopic with BIRCH shows a stable increasing trend and some fluctuations, with the highest peak 

obtained at 400 texts. Standard BERTopic also shows a peak in the number of topics at 400 texts, then 

decreases and remains stable at a low number of topics, whereas BERTopic with K-Means shows a low and 

stable number of topics with the increase in the number of texts. From Figure 2(b), on the Google Review 

data, BERTopic with BIRCH shows a more stable trend and a more gradual increase in the number of topics, 

with a peak in the number of topics at around 900 texts. Standard BERTopic exhibits significant fluctuations, 

which may indicate uncertainty in the topic modeling. BERTopic with K-Means tends to have a relatively 

low and stable topic count across the range of text counts. From Figure 2(c), on the YouTube data, 

BERTopic with BIRCH and BERTopic with K-Means show significant fluctuations in the number of topics, 

which may indicate instability in the topic modeling. Standard BERTopic showed very low performance in 

generating relevant topics. 

 

 

  
(a) 

 

(b) 

 

 
(c) 

 

Figure 2. Comparison of the number of topics obtained for datasets from of (a) X, (b) Google Review, and  

(c) YouTube 

 

 

Overall, BERTopic with BIRCH generally provides more stable and relevant topic counts on the 

Google Review and X data, although it exhibits significant fluctuations on the YouTube data. Meanwhile, 

standard BERTopic shows significant instability on the Google Review and X data and low performance on 

the YouTube data. BERTopic with K-Means shows a relatively stable but low number of topics, with some 

fluctuations in the Google Review and YouTube data. The results reveal that improvement is needed to 

reduce fluctuations in the number of topics generated on the YouTube data. 

 

 

4. CONCLUSION 

This study introduced an enhanced BERTopic framework that integrates IndoBERT embeddings, 

BM25 weighting, and BIRCH clustering to address key challenges in Indonesian short text topic modeling. 

The proposed method effectively improves topic coherence while minimizing outlier proportions, leading to 
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more stable and representative topic structures across diverse datasets. Experimental results demonstrate 

consistent performance improvements in diversity, embedding density, and intra-topic similarity across 

multiple data partitions. The framework also maintains robustness and scalability as dataset sizes increase, 

confirming its suitability for real-world applications involving sparse and dynamic short texts. Future 

research may extend this framework to model temporal topic evolution or adapt it for multilingual and  

cross-lingual short text corpora.  
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