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 Artificial intelligence (AI) chatbots have become essential across various 

industries, including customer service, healthcare, education, and 

entertainment, enabling seamless, and intelligent user interactions. A key 

component of chatbot functionality is intent detection, which determines the 

underlying purpose of user queries to provide relevant responses. Traditional 

intent detection methods, such as rule-based and statistical approaches, often 

struggle with adaptability, especially in complex, dynamic conversations. 

This review examines the evolution of intent detection techniques, from early 

methods to modern deep learning and knowledge-enriched models. It 

introduces the domain type-conversation turns-adaptivity-external knowledge 

(DCAD) classification, highlighting its significance in improving chatbot 

accuracy and contextual awareness. The paper categorizes existing intent 

detection models, analyzes their applications across various sectors, and 

discusses key challenges, including data integration, language ambiguity, and 

ethical concerns. By exploring emerging trends and future directions, this 

review underscores the critical role of external knowledge in enhancing 

chatbot performance and user experience. 
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1. INTRODUCTION 

In today’s digital era, chatbots have emerged as a remarkable evolution in human-computer interaction, 

bridging the gap between technology and communication. These conversational agents, powered by artificial 

intelligence (AI), have transitioned from simple rule-based systems to sophisticated tools capable of 

understanding, learning, and responding to human queries with unprecedented precision. However, with 

advancements in natural language processing (NLP), machine learning (ML), and neural networks, chatbots have 

undergone a revolutionary transformation [1]. 

Figure 1 shows the origin, advancements, and the transformative impact of chatbots, tracing their journey 

from rudimentary dialogue systems to intelligent conversational agents reshaping the digital world. From aiding 

customer service to enhancing education and streamlining healthcare, chatbots are now a cornerstone of user 

engagement, transforming user interactions across various fields [2]. The evolution of intent detection in chatbots 

has marked a significant departure from early rule-based systems, shifting towards sophisticated, AI-driven 

models. Initially, chatbots operated on simple, fixed rules and relied on keyword matching, limiting their 

flexibility and depth of understanding [3]. However, advances in NLP and ML have revolutionized this process, 

enabling chatbots to interpret more complex and nuanced user queries with higher accuracy [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. Evolution of chatbot technology 
 

 

This review examines a range of intent detection techniques, from traditional approaches to the latest 

deep learning methods. Rule-based systems, although simple and easy to implement, often struggle with 

scalability and tend to falter when handling ambiguous queries. Statistical approaches such as bag-of-words 

(BoW) and term frequency-inverse document frequency (TF-IDF) represented a significant advancement by 

utilizing probabilistic techniques to enhance classification accuracy [5]. With the rise of ML methods like 

support vector machines (SVM) and decision trees, intent classification saw further enhancements. Deep 

learning techniques have brought the most substantial advances in intent detection. Neural network 

architectures, especially recurrent neural networks (RNNs) and their variants like long short-term memory 

(LSTM) networks [6], [7], have shown exceptional capability in handling sequential data and understanding 

context. Transformer-based models, such as bidirectional encoder representations from transformers (BERT) 

[8], [9], and generative pre-trained transformer (GPT), represent the leading edge in NLP, providing 

unparalleled accuracy and adaptability for intent detection tasks [10]. 

By exploring the applications of intent detection, this review underscores the broad impact of chatbots 

across different sectors. In customer service, chatbots enhance user experience by offering timely and accurate 

responses. In healthcare, they assist in preliminary diagnostics and patient interaction [11]. In education, 

chatbots facilitate personalized learning experiences, while in entertainment, they engage users with interactive 

storytelling and customized recommendations [12]. Despite these advancements, intent detection faces 

persistent challenges. Issues such as ambiguity in user queries, diverse language variations, and the need for 

ongoing adaptation present significant obstacles [13]–[15].  

While various techniques for intent detection have been developed, a unified perspective that 

categorizes these methods based on essential features-such as domain specificity, conversational turns, 

adaptivity, and knowledge integration-is still lacking. This review introduces the domain type-conversation 

turns-adaptivity-external knowledge (DCAD) classification model, a framework that organizes chatbot models 

by these core features. DCAD aims to offer a structured approach to evaluating and categorizing intent 

detection techniques across diverse applications. This framework not only simplifies the process of comparing 

models but also highlights patterns and emerging trends, which are essential for researchers and practitioners 

looking to develop or refine chatbot systems. 

The rest of the paper is structured as follows. In section 2, the review methodology for intent 

detection based DCAD classification of chatbots is discussed. In section 3, various techniques that are used 

in chatbot models are explained with research papers. In section 4, the results and discussion section compare 

the results of the existing methodologies and also discusses the challenges, advantages, limitations and 

implications in intent detection, followed by the dataset that is used in the research papers were discussed. 

Finally, in section 5, the conclusion is made. 
 
 

2. REVIEW METHODOLOGY 

Intent detection in chatbots can be analyzed across four key aspects: domain type, conversational type, 

adaptivity, and knowledge type. Collectively referred to as the DCAD classification, these aspects are essential 

to the intent detection process within chatbot technology. As depicted in Figure 2, the classification tree outlines 

16 categories based on these feature combinations, facilitating easy categorization of chatbot models. Primarily 
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used as a review approach, the DCAD classification provides readers with insight into how existing models are 

structured around specific features. Each of these features will be examined in detail in the following sections. 
 
 

 
 

Figure 2. Intent detection based DCAD classification tree 
 

 

2.1.  Domain type in DCAD classification 
Chatbots come under two types of domains, one is open domain and another is closed domain or 

domain specific. Most of the early research was mainly based on closed domain which became a drawback for 

the chatbot community. This feature will help to find chatbots which falls into the open domain and domain 

specific categories.  
 

2.2.  Conversation type in DCAD classification 
Many personalized chatbots provide a multi-turn conversational experience to the user. Whereas, a 

minority of bots are used as information retrieval agents which give a single-turn conversational experience to 

the user. Recent advancement in chatbot technology has focued on this feature of multi-turn conversation. 
 

2.3.  Adaptivity type in DCAD classification 
An adaptive bot is something that understands and works according to the users’ needs and keeps 

track of the history context of the users’ request. Only personalized bots can inherit adaptivity. A non-adaptive 

bot works on its own path and does not deviate according to users’ request which is a major flaw in a 

personalized chatbot. User experience is a very crucial role in which adaptivity plays an important role. 
 

2.4.  Knowledge type in DCAD classification 
Some chatbots are supported with an information base or knowledge base which contains information 

based on specific topics. Thus, the information retrieval happens based on the knowledge provided. In contrast, 

some bots do not use a separate knowledge base; instead, they work with a pre-trained data model which 

classifies the request within the trained features. 
 

 

3. TECHNIQUES IN INTENT DETECTION 

Intent detection is traditionally approached as a sentence-level classification problem, aiming to 

identify the underlying intent behind a user's utterance within the realm of NLP. A total of 56 research articles 

on intent detection were studied and reviewed. This section presents a summary of selected works, covering 

both traditional approaches and recent advancements in intent detection. 
 

3.1.  Overview of intent detection approaches 

Before 2020, intent detection research primarily relied on traditional ML techniques, including k-

nearest neighbors (KNN), SVM, and random forest (RF). In contrast, this article emphasizes recent 

advancements that utilize deep learning and transformer-based models for improved performance. It also 

addresses multilingual intent detection which uses multilingual text data [16]. Notably, category C14, which 

includes domain-specific combinational features for intent detection, shows a high number of successful 

models, as shown in Figure 3. This indicates that domain-specific features play a crucial role in enhancing user 

experience for intent detection tasks in many of the latest chatbot models. 
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3.1.1. Attention based intent detection 

A unified CNN-based parallel architecture with cross-fusion and masking improved joint intent and 

slot prediction. Early approaches to intent classification for dialogue utterances employed a BoW model 

combined with naïve Bayes, followed by continuous-BoW integrated with SVM. The final classification was 

performed using LSTM networks [17]. To enhance natural language interpretation for customized digital 

assistants, adaptive intent detection in multi-domain environments (AidMe) was introduced. This system 

employed a semantic similarity evaluation model built on intent data to differentiate between known intents 

and autonomously identify new variations of existing intents [18]. 

A multimodal model for intent detection and slot filling was proposed, leveraging historical context 

and external knowledge within the framework of spoken language understanding (SLU). This model catered 

to specific task categories [19]. An open-domain chatbot was trained end-to-end, mapping input tags to 

optimized output sequence tags. This chatbot demonstrated the ability to perform common-sense reasoning 

during human interactions [20].  

In the banking sector, a real-time chatbot was implemented to promote sustainable development by 

enhancing customer satisfaction. This system identified users’ continuance intentions based on satisfaction, 

trust, and perceived usefulness, with trust exerting the strongest influence [21]. A contrastive learning-based 

task adaptation model was proposed for few-shot intent recognition, using a contrastive loss to enhance 

category separation and extract task-specific features within meta-tasks [22]. 

The chunk-level intent detection (CLID) framework uses a sliding window-based self-attention 

(SWSA) mechanism to detect chunk-level intents and intent transitions, segmenting utterances and predicting 

sub-utterance intents effectively [23]. A multi-turn dialog intent detection model was developed, incorporating 

historical information. Semantic data from both users and systems were combined using a self-attention network, 

while an LSTM captured historical context [24]. A meta-learning framework for zero-shot intent classification 

was presented, utilizing a hybrid attention mechanism that merges distributional signature attention with multi-

layer perceptron (MLP)-based attention to effectively capture patterns of key word occurrences [25]. Finally, a 

multitask learning approach was proposed for multilingual intent detection and slot filling, handling inputs in 

English, Bengali, and Hindi using multilingual word embeddings (MWE) to jointly model both tasks across 

languages [16]. 
 

 

 
 

Figure 3. Chatbot categories with combinational features 
 
 

3.1.2. Bi-directional models used in intent detection 

A convolutional neural network-bidirectional gated recurrent unit (CNN-BGRU) model leveraging 

word embeddings was proposed for effective intent classification in dialogue systems [30]. Emotion and 

intention are two major factors which influence peoples’ communication in their everyday life. A hierarchical 

variational model was developed to predict the emotions and intents in sequence and is used to convey the 

response according to the predicted emotion in an open domain system [31]. A two-stage triplet training 

framework using ratio-memory cellular nonlinear network (RMCNN) for structural features and a Siamese 

BERT encoder for intent detection improved multiclass classification [32]. A multi-task SLU model with 

bidirectional long short-term memory network (BiLSTM)/GRU and attention mechanisms enhanced intent 

detection, slot filling, and dialogue act classification with statistically validated results [33]. 
 

3.1.3. Memory network based intent detection 

The memory network with patterns (MNP) model improves upon traditional memory networks by 

incorporating two distinct memory components. One dedicated to capturing contextual information from earlier 

dialogue turns, and another designed to store patterns identified by regular expressions. This dual-memory 

architecture allows the model to represent intent patterns more effectively through its specialized pattern 

memory, enhancing its overall capability to determine user intent [34]. 
 

3.1.4. Graph network based intent detection 

A deep learning model using hierarchical BiLSTM with attention was proposed for text representation 

and similarity, enhanced by an external knowledge graph to retrieve information relevant to user queries [8], 
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[35]. A reinforcement learning-based approach was introduced to interpret intent in multi-turn dialogues by 

identifying paths in a knowledge graph, using a Markov decision process to generate interpretable intent 

trajectories [36]. A co-occurrence-enhanced ERNIE network was proposed for complex intent recognition in 

medical queries, leveraging concept co-occurrence patterns mined using the Apriori algorithm to improve 

contextual understanding [37]. A symptomatic assessment chatbot (SAC) was developed to raise awareness of 

breast cancer symptoms in women and to facilitate formal medical consultations, utilizing a hospital-based 

knowledge base from Taiwan [38]. Multi-scale dynamic convolutional network (M-DCN), a multi-scale 

dynamic convolutional network, enhances knowledge graph embedding by modeling complex relations using 

dynamic filters and alternating entity-relation compositions, outperforming baseline models across five link 

prediction benchmark datasets [39]. 
 

3.1.5. Low-resource based methods used in intent detection 

A two-stage intent detection model was designed for handling complex user utterances, integrating 

sentence compression and intent classification within a multi-task learning framework [40]. An intent detection 

and entity extraction system was proposed for healthcare queries in Indic languages. The primary contribution 

includes the creation of a multilingual healthcare dataset comprising real-world hospital queries in English and 

six Indic languages (Hindi, Bengali, Tamil, Telugu, Marathi, and Gujarati), annotated with both query intents 

and entities [41]. 

A zero and few-shot intent identification was proposed using large language models (LLMs). It 

demonstrated four approaches namely domain adaptation, data augmentation, zero-shot prediction with 

prompting and parameter-efficient fine-tuning. Zero-shot and few-shot intent prediction completely remove or 

substantially reduce the work to provide intent-utterances, respectively [42]. An intent and entity detection 

approach were developed for a mental health virtual assistant chatbot, incorporating data augmentation to 

automatically generate training data. The model jointly addressed intent and entity detection by leveraging 

their interdependencies, rather than treating them as separate classification tasks [43]. 

A CK-Keras model using Word2Vec embeddings achieved the best F1-score for word-level language 

identification in Kannada-English code-mixed YouTube comments. This study explores Kannada-English 

word-level language identification using character- and word-based features in ML and deep learning models 

[44]. To address broader code-mixing issues, a hierarchical transformer (HIT) model with multi-headed self-

attention and outer product attention was introduced, outperforming existing multilingual models across 

multiple languages and tasks [45], [46]. Furthermore, a Hindi-English parallel corpus and enhanced translation 

pipeline demonstrated improved machine translation performance for code-mixed texts, offering scalability to 

other language pairs [47]. 

Linguistic-adaptive retrieval-augmentation (LARA) a framework addresses multi-turn intent 

classification by integrating a fine-tuned model with retrieval-augmented LLMs, enabling context-aware 

predictions across six languages without extensive retraining [48]. To overcome data scarcity in mental health 

dialogue systems, the single-turn to multi-turn inclusive language expansion (SMILE) technique generates 

multi-turn conversations from single-turn data using ChatGPT. This led to the creation of the SMILECHAT 

dataset and the development of the MeChat chatbot, validated with a real-life counseling dataset [49]. 
 

3.2.  Issues addressed and solutions proposed in intent detection 

3.2.1. Data scarcity 

A generalized zero-shot (GZS) classification model was introduced to address the problem of data 

scarcity for unseen intents by incorporating commonsense knowledge into the intent detection framework [13]. 

This approach enables the model to better understand and classify user intents, even when it has not encountered 

specific examples during training. Additionally, an automatic intent-slot induction method was proposed as a 

domain-independent technique that uses role labeling, concept mining, and pattern mining to identify both broad 

intent roles and more specific abstract concepts, making it adaptable to new domains [14]. These advancements 

help improve the flexibility and robustness of intent detection systems across a variety of application areas. 
 

3.2.2. Emerging intent 

Contextualized Deep SemSpace was introduced for intent detection by generating synset vectors with 

WordNet 3.1 and converting words from intent datasets into contextualized semantic vectors. This approach 

functions in a manner similar to deep contextual embeddings such as BERT, embeddings from language model 

(ELMo), and GPT-3, allowing for a richer representation of word meanings in context [10]. Additionally, an 

incremental intent detection method was proposed for the medical domain using Contrastive Replay Networks, 

which enable the model to learn new intents from user queries while effectively handling data imbalance and rare 

medical terminology [15]. These innovations enhance the adaptability to emerging intents and performance of 

intent detection systems, particularly in specialized domains. 
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3.2.3. Imbalanced data 

Class lifelong learning-based intent detection (CLL-ID) enables continual learning of new intent 

classes while mitigating catastrophic forgetting, employing structure-based retrospection and contrastive 

knowledge distillation to address class imbalance [50]. Specialized BERT models trained on medical corpora 

outperformed general BERT in biomedical tasks. The models were evaluated on biomedical datasets, including 

informatics for integrating biology and the bedside, and drug-drug interaction datasets [51]. 

Table 1 describes the issues addressed and the methodology used to overcome the issues from various 

contributions under each DCAD classification with respect to various categories from 1 to 16. The table 

highlights only the latest contributions made in each categoriey, which reflects the most reliable model based 

on the features in DCAD classification to design and deploy a successful chatbot. The most recent works are 

under category 1, 10 and 13 which directly shows the chatbot models’ recent works are based on adaptability 

as one of its important features.  
 
 

Table 1. Methodology and addressed issues on each category 
Paper Addressed issues Approaches 

C1-open domain, single-turn, adaptive and pre-trained information 

Orhan et al. [10] incrementally inferring new intent from utterances outside 
the existing set 

Deep contrastive clustering algorithm 

C2-open domain, single-turn, adaptive and knowledge graph 
Siddique et al. [13] training data scarcity of unseen intents  Relationship meta-feature computation and 

integrates commonsense knowledge 

C3-open domain, single-turn, non-adaptive and pre-trained info 
Abro et al. [9] reduce the need for massive supervised data Weighted finite state transducer (WFST)-

BERT 

C5-open domain, multi-turn, adaptive and pre-trained info 
Lair et al. [18] learning new intents in customized assistants Sentence similarity method 

C6-open domain, multi-turn, adaptive and knowledge graph 

Wang et al. [19] Limited ability of SLU models trained on large-scale corpus 
to understand multi-turn dialogue 

History dialogue encoder and knowledge 
attention 

C7-open domain, multi-turn, non-adaptive and pre-trained info 

Ren and Xu [32] Enhance the ability of detecting intent from SLU using 
Triplet training and fusion strategy 

RMCNN as Siamese encoders and BERT, 
ELMo and GPT for utterance representation 

C8-open domain, multi-turn, non-adaptive and knowledge graph 

Yang et al. [36] Lacks transparency in how intents are predicted in multi-turn 
dialogues 

Policy-guided reinforcement learning and 
Markov Decision Process  

C10- domain specific, single-turn, adaptive and knowledge graph 

Zhang et al. [37] Detecting single-intent, multi-intent and implicit intent in 
patients’ utterance 

ERNIE with Apriori algorithm and 
Node2Vec 

C11-domain specific, single-turn, non-adaptive and pre-trained info 

Bao et al. [35] Answer complex medical questions Hierarchical BiLSTM attention model 
(HBAM) with knowledge graph 

C13-domain specific, multi-turn, adaptive and pre-trained info 

Parikh et al. [42] Intent detection in low resource setting Zero-shot learning with fine-tuning. Uses 
domain adaptation and data augmentation 

C14-domain specific, multi-turn, adaptive and knowledge graph 

Xu et al. [6] automatic medical diagnosis incorporating medical 
knowledge 

Knowledge routed Deep Q-network 

 

 

4. RESULTS AND DISCUSSION 

The DCAD classification framework offers a structured approach to analyzing intent detection across 

diverse chatbot models. It categorizes models based on four key dimensions: domain specificity, conversational 

turns, adaptivity, and knowledge integration. This framework facilitates a nuanced evaluation of how these 

features impact chatbot performance and effectiveness. The classification results are visually represented in 

Figure 2, illustrating 16 distinct categories, each corresponding to a unique combination of the DCAD features. 
 

4.1.  Frequency analysis of feature combinations 

 The graphical representation indicates that certain feature combinations, particularly domain-specific 

models with integrated knowledge and adaptive capabilities, are more frequently used in recent research. For 

instance, category C14, which includes domain-specific features with enhanced knowledge integration, accounts 

for a significant portion of successful models. This highlights the importance of domain relevance and enriched 

knowledge sources in delivering accurate and context-sensitive responses for intent detection tasks. 
 

4.2.  Limitations and future directions 

While the DCAD framework offers a comprehensive classification approach, there are limitations to 

consider. Some feature combinations, particularly those involving high adaptability or extensive knowledge 
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integration, may require significant computational resources and advanced infrastructure. Furthermore, the 

framework currently relies on a static categorization, which may not capture the evolving nature of conversational 

AI as new techniques and hybrid models emerge. Future research should explore dynamic classification models 

that account for these evolving factors and investigate the applicability of underutilized feature combinations in 

different contexts. From the Table 2, BERT and variants of BERT performs better than the previous models but 

the combination of features matters while performing NLP task. As we categorized various combination of 

features category C10 and C13 has recent models in domain specific and C1 in open domain which shows the 

interests of building chatbot with these features plays major role in successful user interaction. 
 
 

Table 2. Performance comparison table based on DCAD framework categories 
Papers Year Model name Accuracy 

Siddique et al. [13] 2021 LSTM+Intent Encoders+ConceptNet 92.54 
Xue and Ren [52] 2021 IE-BERTCapsNet 97.52 

Kumar and Baghel [53] 2021 BERT+ELMo+BiLSTM 97.77 

Sun et al. [24] 2022 Self-attention+LSTM 96.7 
Abro et al. [9] 2022 WFST+BERT 98.12 

Zhang et al. [22] 2022 BERT+Self Attn+ProtoNet 93.3 

Huang et al. [23] 2022 Sliding Window+Self-Attn 94.7 
Orhan et al. [10] 2023 Generalized SemSpace+BiLSTM 99.78 

Firdaus et al. [16] 2023 mBERT+Attn+CRF 99.18 

Zhang et al. [37] 2023 ERNIE+CRF+Attn 98.13 
Babu and Boddu [11] 2024 BERT Fine-tuned 98 

Huang et al. [54] 2024 DistillBERT+FAN 97.9 

Wu et al. [55] 2024 CBLMA-B (CNN+BiLSTM+Multi-head Att+BERT) 94.9 

 

 

4.3.  Dataset 

Table 3 presents a categorized overview of the datasets used in this study, offering valuable insights 

into their distribution and diversity across different intent detection scenarios. This categorization supports a 

comprehensive evaluation of the models, ensuring robust benchmarking. By detailing these datasets, the table 

underscores the relevance and applicability of the selected data to real-world intent detection tasks. 
 

 

Table 3. List of datasets used in various categories 
S. No Datasets Domain Languages Categories 

1 ATIS, TRAINS, and FRAMES Travel and Hotel English C3 and C7. 

2 Askubuntu and WebApplications (Q&A) Software Support English C3 
3 SNIPS Restaurant and Entertainment English C3, C6 

4 ConceptNet Commonsence Multilingual C6 

5 Cornell Movie Dialogue Dataset Movie Dialogue English C6 
6 DailyDialogues Dataset Daily Dialogue English C5 and C7 

7 DX Medical Dialogue and MZ Dataset Medical English C14 

8 Facebook Multilingual Dialogue Multi-Domains Multilingual C3 and C7. 
9 KVRET (Key Value Retrieval) In-Car Assistant English C6 

10 MIT Dataset Movie and Restaurant English C6 

11 MSDialogue and Ubuntu Dialogue Corpus Microsoft Products English C8 
12 Mturk (Amazon) Multi-Domain Enlish C5 

13 MultiWOZ Dataset Multi-Domain English C6, C8 

14 SMP Social Media English C3 & C7. 

15 STS SemEval Dataset News English C5 

16 Movie Ticket Booking Movie Booking English C13 

17 Restaurant Reservation Restaurant  English C13 
18 Taxi Ordering Travel English C13 

19 CMedQ Medical Query Chinese C10 

20 MedDialogue Medical Dialogue Chinese & English C10 

 

 

5. CONCLUSION 

Chatbots are a great companion for people, providing satisfying responses to the user with a wealth 

of information. Intent detection and entity recognition is the core task which should be performed accurately. 

According to the intent the information is searched from the external knowledge and the appropriate response 

is sent. In this paper, some important intent detection tasks were discussed, followed by a brief history on 

chatbots’ development. Four important features were studied which classifies the chatbot into various 

categories. Intent detection in chatbot usecases were also discussed which gave an idea on how intent detection 

plays a major role in real-time applications. DCAD classification show a clear picture of how a successful 

chatbot can be built with added features and also shows how recent models perform better whith respective 

https://ieeexplore.ieee.org/author/37089468767
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features. This paper will help the readers to analyze the recent trends and areas in which intent detection can 

be made possible in real-time applications. It also helps the readers to know more about feature combinations 

in a chatbot design. In future, using the DCAD classification analysis, new intent detection models will be built 

in areas which are yet to come. Moreover, further features will also be added in the DCAD classification which 

will give some clarity for the budding researchers. 
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