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 This study explores metaheuristics hyperparameter tuning effectiveness in 

machine learning models for heart disease prediction. The optimized models 

are k-nearest neighbors (KNN) and support vector machines (SVM) using 

metaheuristics to identify configurations that minimize prediction error. 

Even though the main focus is utilizing metaheuristics to efficiently navigate 

the hyperparameter search space and determine optimal setting, a pre-

processing and feature selection phase precedes the training phase to ensure 

data quality. Convergence curves and boxplots visualize the optimization 

process and the impact of tuning on model performance using three different 

metaheuristics, where an error of 0.1188 is reached. This research 

contributes to the field by demonstrating the potential of metaheuristics for 

improving heart disease prediction performance through optimized machine 

learning models.  
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1. INTRODUCTION 

Responsible for over 70% of all fatalities, cardiovascular diseases (CVDs) are the leading global 

cause of illness and death [1], unhealthy behavior that result in obesity and overweight, high cholesterol, 

hypertension, and hyperglycemia raises the risk of heart disease [2]. Between 2010 and 2022, millions of 

adults aged 35 and older died from CVD, with heart disease accounting for the vast majority (75.6%) [3]. 

Early detection of heart disease is essential for minimizing health risks and averting cardiac arrests [4].  

Machine learning is revolutionizing the field of disease prediction and has the potential to 

significantly improve healthcare. Machine learning enables machines to make predictions, group data 

(clustering), or automating decision-making [5]. These algorithms are highly influenced by their 

hyperparameters, hence the importance of finding the optimum setting. The process of creating the ideal model 

architecture with the best hyperparameter configuration is known as hyperparameter optimization (HPO) [6]. 

Optimization techniques as the grid search is an exhaustive search which can exercise to compute the 

optimal values of hyperparameters [7], and becomes computationally expensive for numerous hyperparameters 

and values. Random search is a hyperparameter tuning method explores a portion of the search space, resulting 

in lower computational cost and a level of accuracy improvement comparable to grid search [8]. Both methods 

offer robust starting point, however, for complex models with a multitude of hyperparameters, more 

sophisticated techniques are often required. Metaheuristics are problem-independent strategies, which can be 
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applied to a broad range of problems [9], aiming to discover a solution that is near to the best answer at a lower 

cost, while exact approaches that explore the entire search space result in a very complex and expensive process 

[10]. They were developed to address the growing complexity of the problem, especially with the inclusion of 

uncertainties into the system, which may exceed the capabilities of conventional algorithms [11]. These 

algorithms are highly used in the medical field, for example, Sabiri et al. in [12] a modified particle swarm 

optimization (PSO) algorithm is used to maximize electrode's sensitivity and minimize cut-off frequency, 

Sabiri et al. in [13] used artificial bee colony (ABC) algorithm to optimize a complementary metal-oxide-

semiconductor (CMOS) current mode instrumentation amplifier for biomedical applications. 

Numerous research has been done specifically in the field of heart disease prediction. According to 

Al Bataineh and Manacek [14], an multi-layer perceptron (MLP)-PSO algorithm is proposed to predict heart 

disease using the Cleveland heart disease dataset (CHDD) and compared it to other machine learning 

algorithms. PSO is used in the training phase to find weights that minimize the error function as the 

optimization objective of the MLP network, and this technique outperformed other tested machine learning 

algorithms. Chandrasekhar and Peddakrishna [15] used GridSearchCV with five-fold cross-validation for six 

machine learning algorithms hyperparameters optimization. The soft voting ensemble classifier combining the 

six algorithms outperformed logistic regression and AdaBoost classifier on Cleveland and IEEE Dataport 

datasets. Ozcan and Peker [16] employed classification and regression tree (CART) supervised machine 

learning method to predict heart disease which has shown great results, the decision rules were extracted to rank 

the features based on importance in order to simplify the use for clinical purposes. Ogundepo and Yahya [17] 

considered both Cleveland dataset for building classification models and the Statlog data for results validation. 

Some of the bio-clinical categorical variables are found to be strongly associated with the heart disease 

conditions of the patients, and the support vector machines (SVM) achieved best predictive performances 

compared to the other tested algorithms. Research by Gupta and Sedamkar [18], genetic algorithm is used for 

feature selection and hyperparameter tuning on both SVM and neural network (NN) for heart disease prediction. 

C and γ are the optimized parameters in radial basis function (RBF) kernel for SVM, while no. of hidden layers, 

no. hidden nodes, learning rate momentum, and optimizer are the tuned parameters in MLP NN classifier. The 

results were better than utilizing Greadsearch for the same. This work aims to evaluate heart disease prediction 

performances by analyzing the impact of each step of the approach: pre-processing, features selection, 

metaheuristics validation and hyperparameters tuning comparing three different algorithms (PSO, grey wolf 

optimizer (GWO), differential evolution (DE)) on both k-nearest neighbors (KNN) and SVM classifiers.  

The paper is structured as follows: section 2 highlights the different steps of the approach.  

Section 3 exposes the results and discussions of the used method in addition to the metaheuristics validation 

on known functions. Finally, a conclusion of this study is given in section 4 outlining promising directions 

for future research. 

 

 

2. METHOD  

In this section, the different steps from data collection to hyperparameters tuning are explored to 

expose how the study was conducted. First, the CHDD and the used preprocessing techniques are detailed. 

Then the machine learning models and the metaheuristic algorithms are presented, to finally explain how the 

hyperparameter tuning is performed. 

 

2.1.  Dataset collection 

For analyzing coronary heart disease, the CHDD is widely considered the standard reference [19], 

13 risk factors among 76 presented by the dataset as being associated to heart disease, are identified to be as 

significant contributors [20]. According to the UC Irvine Machine Learning Repository, the dataset 

comprises records for 303 patients including 13 input features for each patient : age, sex, chest pain type (cp), 

resting blood pressure (trestbps), serum cholesterol (chol), fasting blood sugar (fbs), resting 

electrocardiographic results (restecg), maximum heart rate achieved (thalach), exercise induced angina 

(exang), ST depression induced by exercise relative to rest (oldpeak), slope of the peak exercise ST segment 

(slope), number of major vessels colored by fluoroscopy (ca), thallium stress test result (thal), and an 

output/target which represents heart disease presence (Yes or No). The dataset contains both categorical and 

numerical data.  

 

2.2.  Preprocessing and features selection 

Data will contain errors, out of range values, impossible data combinations, missing values or most 

substantially, data is not suitable to start a data mining process [21], the fundamental objective of data 

preparation is to increase the data's correctness and quality so that it is more suited for analysis [22]. In our 

case study, the dataset is divided into numerical and categorical features, to employ standardization and  

one-hot encoding techniques on the two types of features successively, then the features selection technique 
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is performed. Standardization part aims to ensure all features are on a common scale, the one-hot  

encoding technique transforms categorical variables into a format (binary vector) that is suitable for machine 

learning models.  

Features selection aims to identify the most relevant features for machine learning model and allows 

model performance improvement, model complexity and training time reduction. The performance of a 

wrapper method directly depends on the used classifier, since the variables selection is done based on 

machine learning algorithm performances with different subsets of features [23]. In terms of accuracy, the 

wrapper strategy can outperform the filter approach [24]. Figure 1 presents a conceptual diagram of the 

wrapper method for feature selection. In our study, we specifically used backward elimination wrapper 

method, which consists in starting with all the features, and removes the least significant one at each iteration 

until a stopping criterion is met. The main steps are: 

− Forming a pool of candidate subsets. 

− Model training for each subset and evaluation based on the chosen metric.  

− Subset selection based on the performance on validation set. 

 

 

 
 

Figure 1. Wrapper method process 

 

 

2.3.  Machine learning models 

Machine learning is the field dedicated to developing computer algorithms that gives computers the 

capacity to make predictions by learning from data and past experiences without human involvement [25].  

In this study we have chosen KNN and SVM. The first algorithm classifies new data points by finding the 'k' 

closest training data points (neighbors) to the query being tested, then uses these neighbors to determine the 

classification [26]. On the other hand, in SVM, data points which are closest to the hyperplane are known as 

support vectors, and the margin represents the distance from the hyperplane to the closest data point from 

either of the classes it's separating. The primary goal is to identify the hyperplane that creates the largest 

possible margin to increase the probability that new, unseen data points will be classified correctly [27]. 

 

2.4.  Metaheuristics 

PSO, GWO, and DE algorithm are the selected algorithms for tuning in this study. Their main 

objective is to explore the search space, generate solutions and evaluate their performance. Figure 2 describes 

the metaheuristics during the hyperparameter tuning process, beginning from data preprocessing, to the best 

solution selection, with the number of iterations as the stopping criterion. 

Velocity update is a crucial step in the PSO algorithm's search process. Each particle's new position 

is dynamically determined by combining its current velocity, its individual best-found position, and the best 

position discovered by the entire swarm. This integration of local and global information enables effective 

exploration and exploitation of the search space.  

The GWO algorithm simulate the leadership structure and hunting behavior of grey wolves 

observed in nature. Four distinct classes of grey wolves alpha, beta, delta, and omega are utilized to represent 

the hierarchy of leadership. In the update process, the algorithm allows its search agents to update their 

position based on the location of the alpha, beta, and delta wolves; and attack towards the prey [28]. 

In the DE method, the initial population is created by randomly selecting values for each variable, the 

lower and upper bounds are defined by the user based on the specific addressed problem [29]. The update is 

made through succession of the mutation, crossover and selection operations. The mutation process creates new 

elements by randomly altering existing ones, then the crossing between the parents and the created elements and 

a selection operation to keep only the most suitable elements for the subsequent generation [30]. 

 

2.5.  Hyperparameters tuning 

HPO aims to find the optimal configuration of an unknown objective function, where search space is 

a hyperparameter space comprising categorical, discrete, and continuous variables [31]. Optimizing 

hyperparameters is a crucial step that ensures the appropriate selection of parameter values, for an improved 
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classification performance [32]. Figure 3 shows the different steps for performance evaluation of the machine 

learning model, the step that is following the metaheuristic solution generation.  

During the evaluation, each hyperparameter is assigned with its value determined by metaheuristic 

algorithm, then the model train/test phase is performed through cross-validation and the average error is 

calculated to evaluate the model’s performance. While accuracy represents the ratio of correct predictions to 

the total number of predictions, the error indicates the ratio of incorrect predictions to the total number of 

predictions. More precisely, by minimizing the error we do increase the accuracy.  

 

 

 
 

Figure 2. Flowcharts of PSO, GWO and DE algorithms 

 

 

 
 

Figure 3. Evaluation phase 

 

 

3. RESULTS AND DISCUSSION  

In this section, the results of the different sections are exposed and discussed. First the  

pre-processing stage impact is highlighted, then the used metaheuristics are validated on known function, to 

finally use them on our case study, hyperparameters tuning using those algorithms. The results are presented 

in form of convergence curves and boxplots.  

 

3.1.  Pre-processing and features selection impact 

Table 1 summarizes the error results obtained from our experiments. These results specifically 

highlight the impact of data pre-processing, comparing performance both before and after applying 

standardization and one-hot encoding techniques. The table provides a direct insight into the effectiveness of 

these pre-processing steps.  
 

 

Table 1. Pre-processing impact 
Algorithms Before After 

KNN 0.4121 0.2268 

SVM 0.1729 0.1689 

 
 

Our findings reveal distinct impacts of pre-processing across different machine learning models.  

For the KNN classifier, pre-processing has reduced the error by approximately 0.21, while in SVM, it has 
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reduced it by 0.004. It clearly shows that some machine learning models are more sensitive to specific  

pre-processing techniques than others, which can be very decisive in model’s performances. 

The wrapper method was applied for feature selection in a sequential manner as shown in Table 2. 

In the first step, aiming for the removal of just one feature, 'Chol' was identified as the optimal choice. Then, 

the method was re-applied to remove two features, and it converged on 'Chol' and 'Trestbps' as the selected 

pair for removal. 
 

 

Table 2. Features selection impact 
Algorithms All features 1 removed feature 2 removed features 

KNN 0.2257 0.2187 0.2099 

SVM 0.1658 0.1634 0.1610 

 

 

In addition to the slight improvement on the error as some features are removed, a significant 

benefit is the resulting decrease in model complexity. This reduction in complexity directly translates into 

faster training times, making the model more computationally efficient. Furthermore, a less complex model 

often exhibits better generalization capabilities, improving its performance on unseen data. 
 

3.2.  Metaheuristic algorithms validation 

Metaheuristic algorithms validation is a crucial step that precedes their application to the actual 

problem. Sphere, Goldenstein-Price, and the personalized FindValues functions are the chosen one for 

validation. Table 3 exposes the range and global minimum of each function.  
 

 

Table 3. Validation functions details 
Functions Representation Range Global minimum 

Sphere 

 

𝑈𝑏 = 10 

𝐿𝑏 = −10 

0 

Goldenstein-Price 

 

𝑈𝑏 = 2 

𝐿𝑏 = −2 

3 

FindValues - 𝑈𝑏 = [100 700 50 200 − 400] 
𝐿𝑏 = [0 200 − 200 − 100 − 900] 

0 

(Error function) 

 
 

While Sphere and Goldenstein-price functions are known in the literature, the ‘FindValues’ function 

is personalized function as shown in Figure 4. It aims to find a pre-defined vector by reducing the errors 

between those values and the values selected by the algorithms, and the vector to be found in this case is  

[21 555 - 106 74 - 701]. The convergence curve of the three algorithms, GWO, DE, and PSO for the Sphere 

function is presented in Figure 4(a), where both DE and PSO have converged close to the global minima 

during the first 20 iterations and DE algorithm at about 90. Figure 4(b) displays the convergence using 

Goldstein-price function with global minima equal to three. Results are showing an earlier convergence 

compared to the previous function, regarding the same algorithms (GWO and PSO), at about 10 iterations. 

While it took about 180 iterations to reach good results using DE algorithm. The final function, FindValues 
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in Figure 4(c) shows the convergence curve for an error function example, with a global minimum of zero. 

PSO converged in the first 10 iterations, then DE in about 150 iterations, while GWO started to reach good 

results at the end of the simulation near to 1,000 iterations. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 4. Convergence behavior of metaheuristic algorithms on different validation functions of (a) Sphere,  

(b) Goldstein-Price, and (c) FindValues 

 

 

The three algorithms converge with different performances. DE algorithm is the algorithm with the 

higher number of iterations needed to final convergence in the Sphere and Goldstein-price functions, while it 

presented better performances compared to GWO in the FindValues function. On the other hand, PSO 

algorithm kept good performances for all three functions. All the three algorithms succeeded in the 

validation, and it is now possible to apply the metaheuristic algorithms in our case study, hyperparameter 

tuning, in which the function to evaluate would be the error of the machine learning models. 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 5: October 2025: 4332-4341 

4338 

3.3.  Hyperparameters tuning 

PSO, GWO, and DE algorithms are validated on functions known in the literature. Table 4 presents 

both machine learning hyperparameters and metaheuristics parameters used during the search phase.  

The results are shown in Figure 5. Figure 5(a) presents the convergence curve during the error minimization 

by tuning KNN using metaheuristics. GWO has reached the best solution during the 100 iterations, at about 

0.122, followed by PSO then DE algorithm in the final position. Figure 5(b) displays the tuning of SVM 

hyperparameters, where identical best solution has been found, using PSO this time, followed by DE 

algorithm with a 2nd best solution, then GWO by the end.  

 

 

Table 4. Hyperparameters ranges and metaheuristics parameters 
Algorithms Hyperparameters PSO GWO DE 

KNN Neighbors=[1:20] nPop= 0; w=1; 

wdamp=0.7; c1= 2; c2= 2 

a=2; wolvesNo=20 nPop=20; beta_min=0.2; 

beta_max=0.9; pCR=0.1 SVM Kernel=RBF C= [0.1:50] 

gamma=[0.01:15] 

 

 

 

  
(a) (b) 

 

Figure 5. Errors convergence curves using metaheuristics algorithms for (a) KNN and (b) SVM  

 

 

Table 5 resume the final results of metaheuristics algorithms for each machine learning model. They 

expose the best found solution using cross validation with its corresponding hyperparameters combination. 

The cross-validation technique splits to training and testing data folds randomly, it is used to give more 

realistic idea of how well the model generalizes to new information.  

 

 

Table 5. KNN and SVM results by optimization algorithms 
Algorithms KNN results SVM results 

Error N_Neighbors Error C Gamma 

PSO 0.1287 7 0.1221 22.96 9.16 
GWO 0.1221 5 0.1287 20.28 3.58 

DE 0.1320 3 0.1254 8.006 8.19 

 

 

Figure 6 is the boxplots for the solutions found by each metaheuristic algorithm in each of the 

machine learning algorithm. The Boxplot is a robustness test that provides an information about solutions 

dispersion by running the algorithms for 10 runtimes (100 iterations each). A larger box indicates a wider 

spread of solutions, while a shorter box indicates a more concentrated set of solutions. Figure 6(a) is the 

dispersion of solutions for the KNN model, it shows a good spread over the 10 runs, with only one outlier per 

algorithm, with a minimum error found of 0.1188 and a maximum of about 0.142. Regarding SVM in  

Figure 6(b), 3 outliers are detected on the PSO algorithm, with a consistency of found solutions for many 

runs. The maximum error over the three algorithms is 0.132, and a minimum of 0.122, with reasonable 

spreads. 

From the convergence curves in Figure 5, we observe that we could reach errors of about 0.12, 

which is great result for 100 iterations and 20 number of populations. On the other hand, the boxplots show 

the consistence of providing good results since the majority of the found errors are under 0.13 and the other 
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minority rarely reach an error of 0.14, with a best solution of 0.1188 reached by the PSO-KNN. The  

non-visibility of all the quartiles boxplot is due to identical error result in different runs. 

 

 

  
(a) (b) 

 

Figure 6. Errors boxplots using metaheuristics algorithms for (a) KNN and (b) SVM 

 

 

4. CONCLUSION 

In this work aiming to improve heart disease prediction, we conclude that pre-processing and 

features selection are an essential step in machine learning algorithms and has a great impact on the 

prediction performances, whether to minimize complexity, computation time or for better results. On the 

other hand, the study confirms that metaheuristics for hyperparameters tuning is a promising approach. The 

used metaheuristics parameters are chosen in order to keep balance between exploration and exploitation 

phases, they have been used on the main hyperparameters of the machine learning algorithms, and the error 

minimization results are impressive. Exploring further metaheuristics parameters combinations, hybrid 

metaheuristics, and specific machine learning models hyperparameters (degree, distance), will improve 

performances to another level. 
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