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 The development of generative artificial intelligence (GAI) has impacted 

various fields, including higher education. This research examines the use of 

GAI as an evaluator and feedback provider in distance legal education. This 

study tested five GAI models: ChatGPT, Perplexity, Gemini, Bing, and You, 

using a sample of 20 students and evaluations from legal experts. 

Descriptive statistical analysis and non-parametric tests, including 

Wilcoxon, intraclass correlation coefficient (ICC), Kappa, and Kendall's W, 

were used to assess accuracy, feedback quality, and usability. The results 

showed that ChatGPT was the most effective GAI, with the highest mean 

scores of 4.22 from experts and 4.12 from students, followed by Gemini 

with scores of 4.15 and 4.07. In terms of binary judgement accuracy, Gemini 

scored 80%, ChatGPT 60%, while Perplexity, Bing, and You had lower 

scores. Statistical analysis showed moderate agreement (ICC=0.439) and 

low alignment (Kappa=-0.058) between the GAIs and expert evaluations, 

with a Kendall's W value of 0.576 indicating moderate consistency in 

judgements. These findings emphasize the importance of selecting effective 

GAIs such as ChatGPT and Gemini to improve academic evaluation and 

learning in legal education, and pave the way for further innovations in the 

use of AI. 
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1. INTRODUCTION 

Generative development artificial intelligence (GAI) has now reached an impressive point, with the 

ability to perform increasingly complex tasks and approach human intelligence in various fields [1]. 

Advances in natural language processing technology, computer vision, and machine learning have enabled 

GAI to play a role in a variety of sectors, from healthcare, manufacturing, to educational services [2]–[4]. 

The benefits of GAI include increased operational efficiency, better decision-making based on faster and 

more accurate data analysis, and the ability to automate processes that require high-precision [5], [1]. In the 

education sector, GAI offers a variety of applications that can revolutionize the way teaching and learning are 

carried out [6], [7]. One example of the use of GAI in education is in the context of distance education, where 

GAI can help create a more interactive and personalized learning experience for students who are 

geographically separated from their instructors [8], [9]. 

https://creativecommons.org/licenses/by-sa/4.0/
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In the context of distance education, GAI plays a significant role in improving the quality of 

interactions between teachers and students [10], [11]. GAI technology allows the creation of a more adaptive 

learning environment, where learning materials can be adapted to individual student needs and progress [12]. 

GAI can be used to provide study guides that are more structured and can be accessed at any time, helping 

students to remain involved in the learning process even though they are far from the instructor or lecturer 

[13], [14]. GAI-based virtual assistants can also support students in completing their assignments by 

providing necessary assistance and information [15]. Meanwhile, in the field of legal science, the 

implementation of GAI can contribute to helping students understand complex legal concepts and prepare 

them for in-depth legal case analysis [16]. 

Legal science is a complex and dynamic field, requiring an in-depth understanding of legal texts, 

juridical precedents, and critical analysis of various cases [17]–[19]. Evaluation in law focuses not only on 

theoretical understanding, but also on a student's ability to apply legal principles to factual situations  

[20], [21]. Feedback given to law students must be able to guide them in understanding the complexity of the 

law and developing the necessary analytical skills [22], [23]. The current use of GAI in legal science is 

limited to tools for searching for legal information, analyzing legal texts, and simulating simple cases [16]. 

Although this technology has been used for various purposes, its use in aspects of academic assessment still 

needs to be optimized [24]. Manually evaluating student assignments requires significant time and effort 

from instructors, which can reduce the time available for other teaching activities [25], [26]. By utilizing 

GAI, this process can be automated so that teachers can focus more on developing learning materials and 

interacting with students [27], [28]. 

In the context of distance education, GAI has excellent potential to overcome some of the main 

challenges in distance education [29]. GAI can allow for limited direct interaction between students and 

instructors, so timely and quality feedback is critical to maintaining student engagement and learning progress 

[30], [31]. This technology has the potential to provide fast, accurate, and personalized evaluations, which in 

turn can help students understand the material better and correct their mistakes more effectively [32], [33]. With 

the increasing adoption of distance education, mainly due to the COVID-19 pandemic, there is an urgent need 

for evaluation solutions that can address the challenges faced by teachers and students [34], [35]. 

Previous research has proven that AI can be used to personalize learning and data analysis to 

improve student learning outcomes [36]. The implications of previous research show that AI technology has 

excellent potential to increase the efficiency and effectiveness of the learning process. However, research 

specifically exploring the use of GAI in assignment evaluation and feedback is limited [37]. Meanwhile,  

Su and Yang [38] examined the use of ChatGPT in education through the IDEE framework, which includes 

desired results, level of automation, ethics, and evaluation of effectiveness. This research shows that 

ChatGPT can increase personalization and learning efficiency and improve teacher feedback. However, 

challenges include untested effectiveness, data quality, and ethical and safety issues. This study highlights the 

great potential of ChatGPT in education, but still emphasizes the need to overcome the challenges. Therefore, 

this research aims to fill this gap by exploring the possibility of GAI in the context of student assignment 

evaluation, especially in implementing laws in legal case studies. 

The focus of this research is to explore and analyze the use of GAI as an evaluator and provider of 

feedback in student assignments in the distance education sector, focusing on legal case studies. This 

research methodology involves testing five types of GAI, namely ChatGPT, Perplexity, Gemini, Bing, and 

You, involving 20 students as samples. Each GAI will assess and provide feedback on assignments regarding 

the implementation of laws in legal case studies, which are then compared with the assessments and input 

from legal experts. The measurement variables include three main aspects: accuracy, quality of feedback, and 

usefulness of feedback for students. 

Accuracy in this context refers to the extent to which GAI can provide assessments that comply with 

applicable academic and legal standards [39], [40]. Some literature states that the accuracy of AI in task 

evaluation depends on the algorithm used and the data on which it was trained [41]. This statement is in line 

with the research results of [42] who expressed the opinion that AI has great potential to provide accurate 

evaluations if it is trained with appropriate and relevant data. 

Meanwhile, feedback quality involves evaluating how in-depth and valuable the feedback provided 

by GAI is [39]. Quality feedback not only points out errors, but also provides explanations that help students 

understand the correct concepts [43], [44]. According to Lipnevich and Panadero [45], in their study on 

educational feedback emphasizes the importance of clear, specific, and relevant feedback to improve student 

learning outcomes. 

The usefulness of feedback for students assesses how effective the feedback is in helping students 

correct mistakes and improve their understanding [46]. Helpful feedback is that which students can 

immediately apply in subsequent assignments [47]. Effective feedback encourages self-reflection and 

continuous learning [48]. 
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This research explores the potential for using generative AI as an evaluation and feedback tool in 

distance legal education. This research is expected to identify the most effective GAI in assessing and 

providing feedback on law student assignments. The results of this research will provide insight into how 

GAI can be more thoroughly integrated into the distance learning process to improve the efficiency and 

quality of assignment assessment and provide constructive feedback for students. Thus, this research has the 

potential to pave the way for further innovation in the use of AI technology in education, especially law. This 

research provides practical contributions to educational institutions and enriches academic literature 

regarding the application of advanced technology in modern learning processes. 

 

 

2. METHOD 

This study aims to evaluate the effectiveness of GAI in providing assessment and feedback on 

student assignments in the context of distance education in law. The main focus of this study was to assess 

the accuracy, quality of feedback, and usefulness of feedback provided by five different GAI methods which 

were then compared with assessments from legal experts. Using a quantitative approach and statistical 

analysis, this research will provide in-depth insight into how GAI can be optimized in an educational 

environment. 

 

2.1.  Research flow 

This study follows a systematic and structured approach, divided into several key stages illustrated 

in Figure 1. The research process is organized methodically, with each stage clearly defined and sequenced. 

Refer to Figure 1 to see the primary steps involved in this research. 
 

 

 
 

Figure 1. Proposed research flow 
 

 

This research began with collecting data from the e-learning platform students use to complete their 

academic assignments. The assignments aim to test students' understanding and skills in law, especially 

regarding copyright and patent rights. A total of 20 students participated in this research, where they were 

given questions that required them to analyze hypothetical cases. Students are given sufficient time to work 

on and collect their answers via the e-learning platform. The selection of 20 students was based on obtaining 

a sample that was representative enough but could still be managed well in data analysis. Each student 

submits written answers reflecting their understanding of how technological works can be protected by 

copyright and patents per relevant regulations and theories. 

Once all the answers are collected, the next stage is evaluating the answers using five different GAI. 

Each GAI assesses student answers based on predetermined criteria, such as accuracy of information, 

conformity with relevant legal theory, and ability to answer questions comprehensively. The assessment 

provided by GAI is then compared with the evaluation provided by experienced legal experts. Legal experts 

assess students' answers using their in-depth knowledge of copyright and patent law, as well as applicable 

professional standards. This comparison aims to evaluate the extent to which assessments by GAI are in line 

with expert assessments, as well as to identify significant differences between AI and human evaluations. 

Data analysis was carried out using descriptive and non-parametric statistics. Descriptive statistical 

analysis provides a general description of the data that has been collected, including the calculation of the 

average and standard deviation of the assessments provided by GAI and experts. For more in-depth analysis, 



Int J Artif Intell  ISSN: 2252-8938  

 

Generative artificial intelligence as an evaluator and feedback tool in distance learning: … (Dian Nurdiana) 

2493 

non-parametric statistical methods are used because this method does not require certain distribution 

assumptions from the data [49]. The method used includes the Wilcoxon Test to test significant differences 

between GAI assessments and expert assessments, the intraclass correlation coefficient (ICC) to measure the 

level of consistency or reliability of assessments between various GAIs and experts, as well as Kappa and 

Kendall's W to assess the level of agreement between assessments of various GAIs and expert assessments 

[50], [51]. The accuracy of GAI's assessment is measured by comparing GAI's assessment results with expert 

assessments using the true metric positive (TP), true negative (TN), false positive (FP), and false negative 

(FN) [52]. 

The quality of the feedback provided by each GAI is evaluated by experts using a Likert scale to 

measure the extent to which the feedback is accurate, relevant, and valuable in an academic context [53]. 

Students were also asked to rate the usefulness of the feedback they received using a Likert scale, to provide 

insight into the effectiveness of feedback from various GAIs in the learning context. The questions given to 

students are designed based on Bloom's Taxonomy, which includes six cognitive levels: remembering, 

understanding, applying, analyzing, assessing, and creating [54]. This question requires students to identify 

the basic concepts of copyright and patent rights, explain the difference between copyright and patent rights, 

use relevant theories and regulations to determine whether work A can be protected by copyright or patent 

rights, analyze the given case to identify the elements -elements that qualify for copyright and patent 

protection, assess the validity of the protection that can be afforded to A's work under applicable law, and 

construct comprehensive and logical arguments supporting their conclusions. 

 

2.2.  Testing the quality of feedback according to experts and the usefulness of feedback according to students 

To assess the quality of feedback provided by the GAI method, researchers involved five legal 

experts to conduct an assessment using the Likert scale. This assessment was carried out using a Likert scale 

with five levels on a scale of 1 (strongly disagree), 2 (disagree), 3 (neutral), 4 (agree), and 5 (strongly agree) 

[55]. Experts were asked to assess several aspects of the quality of feedback provided by GAI, as stated by 

[56]. These aspects included clarity (how clear and easy to understand the feedback is), relevance (how 

relevant the feedback is to the assigned task), depth (how in-depth the analysis and advice provided are), and 

constructivity (how constructive the feedback is in helping students correct mistakes and improve their 

understanding). 

 

2.3.  Uses of feedback according to students 

Students were also asked to evaluate the usefulness of the feedback they received based on several 

aspects. They assessed the feedback's benefits (how valuable the feedback is in their learning process) and its 

applicability (how easy the feedback is to apply in future assignments). This evaluation was done using the 

same five-level Likert scale [57]. 

 

2.4.  Student assignment questions 

The questions given to students to be analyzed and answered by the five GAIs can be seen in  

Figure 2. After that, the answers were compared with the assessments from experts. In the context of legal 

education and evaluating student assignments using GAI, the focus lies in the cognitive domain, which 

includes knowledge and critical thinking skills. This research designed questions based on Bloom's taxonomy 

to measure various levels of cognitive ability [54], [58]. 
 

 

  
 

Figure 2. Instructions on AI testing 
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3. RESULTS 

This research aims to explore the effectiveness of GAI as an evaluator and provider of feedback in 

the context of distance education, with a particular focus on implementing law in legal science. The total 

respondents in this research were 20 Universitas Terbuka Indonesian students registered in the legal studies 

study program. Using five types of GAI, this research measures three main aspects: assessment accuracy, 

feedback quality, and feedback usefulness for students. 

 

3.1.  Assessment accuracy analysis 

Assessment accuracy is the primary metric used to determine how well GAI meets academic 

standards in its assessments. This variable is measured in two ways: by comparing GAI assessments with 

those of legal experts, and by evaluating the true or false results between GAI and legal experts. These 

approaches help gauge the precision of GAI's evaluations. 

 

3.1.1. Comparison of GAI's assessment with legal experts 

In this approach, the assessment given by each GAI is compared with the evaluation given by legal 

experts. The aim is to see whether GAI can provide judgments that are close to or equivalent to legal experts 

regarding analysis, conclusions and interpretation of legal cases. Figure 3 shows the assessment results of 

each GAI compared with assessments from legal experts. 
 
 

 
 

Figure 3. Distribution of GAI assessment data with experts 
 

 

Based on the data visualization from Figure 3 of the task assessments carried out by various AI 

methods and compared with the scores given by experts, it can be seen in Figure 3 that GAI tends to give 

higher assessments than the assessments given by experts. For example, in case number 1, the score given by 

the expert is 85, while ChatGPT gives a score of 100, Perplexity 90, Gemini 80, Bing 90, and You 90. This 

shows that the AI method consistently tends to give higher scores. Additionally, there are variations in 

scoring between different AI methods. For example, on number 4, ChatGPT, Perplexity, and Gemini give a 

rating of 95, while Bing gives a 90, and You gives an 85. Despite these variations, some GAI methods such 

as ChatGPT and Gemini show an overall trend level closer to the scores given by experts to each student. The 

limitations of AI are also visible in cases where the AI method cannot provide a judgment, marked with 

“maximum character limit reached” or “unable to provide a numerical value”. This suggests that in some 

situations, AI may encounter difficulties or be unable to provide appropriate assessments, which may affect 

the reliability of the evaluation process. 

a) Descriptive statistical analysis 

Descriptive statistical analysis is used to support the analysis results from the data visualization 

results in Figure 3 to understand how each AI method can provide an assessment compared with the 

evaluation of experts in legal studies. Descriptive statistical analysis is a method used to describe, show, and 

summarize data informatively. In the context of this research, descriptive statistical analysis is used to 

understand the distribution of assessments provided by various artificial intelligence (GAI) models compared 

to the evaluations of legal experts. This theory involves the use of measures such as the mean (average) and 

standard deviation to provide a general description of the central tendency and dispersion of assessment data 

[59]. The mean represents the average of the ratings given, which can help identify how close the AI's 

assessment is to the expert's assessment. Standard deviation, on the other hand, measures the extent to which 

the judgments are spread around the mean, which provides insight into the consistency of the judgments 
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supplied by each AI method [60]–[62]. This analysis is essential to evaluate whether there is a GAI method 

that can provide an assessment that is close to expert assessment and to see the consistency of the evaluation 

provided by each AI method. Table 1 is a presentation of descriptive statistical calculations from the 

comparison of scores between experts and the five GAI. 

 

 

Table 1. Descriptive statistical analysis of expert assessments and GAI 
Descriptive statistics 

Rater Mean Std. deviation 

Expert 77.05 10.15 

ChatGPT 82.65 11.96 

Perplexity 92.98 2.77 
Gemini 82.75 5.25 

Bing 86.27 3.67 

You 90.33 3.02 

 

 

Based on the analysis of Table 1 of the average ratings, it can be seen that no artificial intelligence 

(AI) method reaches or approaches the average rating given by experts, which was recorded at 77.05. In 

general, all AI methods tend to provide higher ratings compared to expert assessments. Perplexity and You 

show high-scoring consistency with low standard deviations of 2.77 and 3.02, respectively. This low standard 

deviation shows that the evaluations from these two methods tend to be stable and consistent in providing 

results, although the absolute values may not reach the level of assessments given by experts [60], [63]. On 

the other hand, ChatGPT shows a more significant variation in ratings with a standard deviation of 11.96. 

This high standard deviation indicates that ratings from ChatGPT have considerable variation, meaning 

ratings can vary widely depending on the context or question asked. Although this variation may provide 

flexibility in scoring, it also suggests that consistency in providing grades may be lower than Perplexity and 

You [64], [65]. 

To explain this phenomenon, evaluation theory underscores the importance of consistency in 

assessment to ensure validity and reliability. Low standard deviations, as in Perplexity and You, indicate that 

although evaluations may not always be perfect according to expert standards, they tend to provide reliable 

and consistent results [66]. On the other hand, ChatGPT's high standard deviation indicates that although it 

may provide varying results, there is potential to provide additional insights or broader interpretations of 

various questions or situations [67]. In evaluating accuracy relative to expert assessments, AI methods that 

compare average results, such as ChatGPT and Gemini, are recommended because they have average values 

close to the results provided by experts. The average results are close to the assessment expert's, showing that 

ChatGPT and Gemini assessments have the same tendency when assessing student assignments. 

b) Parametric statistical analysis 

In data analysis, non-parametric statistics become relevant when assumptions about data distribution 

or data characteristics are unmet. Non-parametric statistics does not require data to follow a particular 

distribution, such as the normal distribution, so it is more flexible to use in various research situations  

[68], [69]. This method offers a powerful approach to testing hypotheses and measuring relationships 

between variables without solid assumptions about the shape of the data distribution [70]. The author will 

explore using the Wilcoxon Test, ICC, and Kappa and Kendall's W in evaluating assessments using GAI in 

distance education. This analysis will provide deep insight into the consistency, agreement, and differences 

between AI assessments and expert scores in academic evaluation. 

c) Wilcoxon test 

In the context of AI evaluation in distance education, the Wilcoxon test is employed to determine if 

there are significant differences between the assessments given by the five GAIs and those provided by 

experts. Table 2 presents a Z value and significance (Asymp. Sig. 2-tailed) for each AI-expert pair [71].  

The results indicate whether the differences in assessments are statistically significant. 

 

 

Table 2. Wilcoxon test results 
Test statistics a 

Items ChatGPT-expert Perplexity-expert Gemini-expert Bing-expert You-expert 

Z -2.070 b -3.928 b -2.203 b -3.103 b -3.696 b 

Asymp. Sig. (2-tailed) 0.038 0.000 0.028 0.002 0.000 

 

 

In the calculation results in Table 2, we can conclude that there is a significant difference between 

the values given by the expert and each AI method (ChatGPT, Perplexity, Gemini, Bing, and You). These 
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five GAI methods are computational statistics that provide a higher value than the value given by experts. 

This can be seen from the small p-value (<0.05) and the Z-statistic value which shows the direction of the 

difference. Thus, these results suggest that AI methods may tend to provide higher assessments than expert 

assessments. 

d) Intraclass correlation coefficient  

ICC is a statistical method used to measure the level of consistency or reliability between 

assessments made by several assessors or measuring tools [72], [73]. In evaluating student assignments, ICC 

helps determine the extent to which the assessments provided by various AI methods agree with each other 

and the evaluations provided by experts. In this study, ICC was used to evaluate the reliability of assessments 

provided by ChatGPT, Perplexity, Gemini, Bing, and You. High ICC values indicate that the assessments of 

the various GAI methods are consistent with expert assessments, while low ICC values indicate significant 

variation in the assessments provided. Table 3 presents the ICC results from this study. 

 

 

Table 3. ICC results 

Items Intraclass correlation b 
95% Confidence interval 

Lower bound Upper bound 

Average Measures .439 c 0.094 0.717 

 

 

ICC value on average measures was 0.439, with a 95% confidence interval [0.094, 0.717], 

indicating a moderate level of agreement between raters when the average of the ratings was considered. 

Although there was some consistency, variation in scoring was still significant, indicating the need for 

improving scoring methods or rater training to achieve higher reliability. The wide range of confidence 

intervals also indicates uncertainty in these estimates, reinforcing the importance of further refinement. 

e) Kappa and Kendall's W 

Two non-parametric statistics are used to measure the level of agreement between various GAI 

methods and expert judgment: Kappa (Cohen's Kappa) and Kendall's W (Kendall's coefficient of 

concordance). Kappa is a statistical measure that assesses agreement between two or more raters for 

categorical data, with values ranging from -1 to 1. Negative values indicate more significant disagreement 

than expected by chance; zero values indicate agreement expected by chance, and positive values indicate 

higher agreement than expected by chance [74], [75]. Kendall's W, on the other hand, is used to assess 

agreement between multiple raters for ordinal data, with values ranging from 0 (no agreement) to 1 (perfect 

agreement) [76]. This analysis is essential to understand the extent to which the various GAI methods align 

with expert assessments and to assess the consistency of the evaluations provided by the five GAI methods. 

Table 4 will present the results of Kappa and Kendall's W calculations [77], [78]. 

 

 

Table 4. Kappa and Kendall's W results 
Items Value 

Kappa -0.058 

Kendall's W 0.576 

 

 

The Kappa value of -0.058 shows shallow agreement between expert assessments and the GAI 

method on student assignments. This indicates that there is a significant difference in the evaluation between 

experts and GAI. Based on Kendall's W value of 0.576, it shows that there is a pretty good level of agreement 

between experts and GAI in terms of ranking or preference for student assignments, although not perfect, 

there is significant consistency in the way they sort or assess student assignments. 

 

3.1.2. Judgment of right and wrong between GAI and experts 

A critical aspect of evaluating the accuracy of GAI methods in an educational context is comparing 

the true or false judgments given by the GAI with the decisions given by experts. This analysis helps 

understand the extent to which GAI can produce assessments that align with academic standards set by 

experts. The Table 5 presents data regarding the accuracy of feedback provided by various GAI methods 

compared with expert judgment for student answers. Each entry in the table indicates whether the assessment 

provided by each GAI method is correct or incorrect compared to the expert assessment. An accurate 

evaluation indicates conformity to expert standards, whereas an incorrect appraisal suggests a discrepancy in 

the evaluation. These data are essential for assessing the ability of various GAI methods to produce accurate 

and reliable feedback in academic contexts. 
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Table 5. Crosstab analysis results expert* AI 

Count 

  
ChatGPT 

Total 
Perplexity 

Total 
Gemini 

Total 
Bing 

Total 
You 

Total 
0 1 0 1 0 1 0 1 0 1 

Expert 
0 4 7 11 1 10 11 7 4 11 0 11 11 0 11 11 

1 1 8 9 0 9 9 0 9 9 0 9 9 0 9 9 
Total 5 15 20 1 19 20 7 13 20 0 20 20 0 20 20 

 

 

Table 5 shows the results of the crosstab analysis between expert and AI. The test results show that 

a value of 0 means the answer is wrong, while a value of 1 means the answer is correct. Gemini has higher 

suitability than the others, where out of 20 answers to student assignments, the expert stated that 11 answers 

were declared wrong, and 9 answers were declared correct. Gemini stated that 7 answers were stated to be 

wrong, and 13 answers were asked to be correct. The comparison of the suitability of the assessment of 

wrong answers between experts and Gemini is 7 student assignments, while the comparison of the suitability 

of correct answers between experts and Gemini is 9 student assignments. 

 

3.1.3. Accuracy assessment 

Assessment accuracy is an important indicator to assess the extent to which the GAI method is 

reliable in distance education, especially in law. Assessment accuracy shows the percentage of correct 

assessments produced by the GAI method compared to expert assessments [79]. In this context, high 

accuracy indicates that the GAI method can provide more consistent assessments and is closer to the 

standards set by experts. Table 6 will summarize the accuracy of each GAI method evaluated in this study. 

 

 

Table 6. Accuracy assessment 
Items Accuracy (%) 

ChatGPT 60 
Perplexity 50 

Gemini 80 
Bing 45 
You 45 

 

 

Based on Table 6, it can be concluded that Gemini is the method closest to or following the 

assessment given by experts, with an accuracy rate of 80%. This shows that Gemini can provide more 

consistent and accurate assessments closer to the standards set by experts. Meanwhile, ChatGPT with an 

accuracy rate of 60% shows that even though it is not as precise as Gemini, this method is still quite reliable 

in providing assessments. However, it should be noted that the higher degree of variation in ChatGPT scoring 

(as indicated by the higher standard deviation in the previous analysis) may have affected its overall 

reliability. Meanwhile, Perplexity, Bing, and You, with accuracy levels of 50, 45, and 45% respectively, 

show that this method tends to be less consistent in providing assessments that align with experts. This may 

be caused by various factors, including the algorithm used and how the method processes and analyzes 

student assignment data. 

 

3.2.  Quality of feedback (expert) 

In testing this variable, the quality of the feedback provided by five generative was assessed. The 

GAI system on student answers was analyzed using a 1-5 Likert scale. Legal experts were asked to evaluate 

the quality of feedback generated by ChatGPT, Perplexity, Gemini, Bing, and You for 20 student answers. A 

Likert scale from the statement 1 (strongly disagree) to 5 (strongly agree) is used to measure the extent to 

which the feedback provided by each GAI is considered accurate, relevant and valuable in the context of 

legal education [80]. This assessment aims to determine how well each GAI provides quality feedback 

following academic standards and student learning needs. The data was then analyzed descriptively to obtain 

an overview of each GAI's average and variability of feedback quality assessments. 

Based on the average assessment results given by experts, ChatGPT shows the best performance 

with an average assessment of 4.22. This indicates that the feedback produced by ChatGPT tends to be more 

accurate and valuable in the context of legal education. Followed by Gemini which got an average rating of 

4.15, showing that GAI also provides good feedback. On the other hand, You got the lowest rating with an 

average of 3.90. This indicates that You feedback is considered inadequate or not as accurate as other GAIs 

in assessing student assignments in this context. Bing and Perplexity show intermediate scores with average 

ratings of 4.09 and 3.99 respectively. Although the feedback from these two GAIs is considered quite good, 

there is still room for improvement in increasing the accuracy and relevance of their feedback. Thus, these 
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results illustrate that in the context of evaluating student assignments in the field of legal education, ChatGPT 

and Gemini can be relied on to provide more accurate feedback compared to You, Bing, and Perplexity. 

 

3.3.  Usefulness of feedback (students) 

The usefulness of feedback provided by five GAI on student answers was evaluated using a 1-5 

Likert scale. Students were asked to rate the extent to which the feedback provided by ChatGPT, Perplexity, 

Gemini, Bing, and You found them helpful, relevant, and adequate in supporting their learning in the context 

of legal research. This assessment aims to identify student preferences for the most effective types of 

feedback and provide insight into how they perceive the quality of the feedback supplied by each GAI. The 

data will be analyzed to identify the most successful GAI in giving feedback that meets student expectations 

and needs in online learning. 

Based on the test results, students appeared to have varied assessments of the five types of GAI used 

as feedback tools. ChatGPT received the highest average rating with a score of 4.12, indicating that students 

tend to feel satisfied with the feedback provided by ChatGPT in the context of their assignments or academic 

activities. Furthermore, Gemini also received a high rating with an average of 4.07, indicating that students 

see Gemini as one of the GAIs that is effective in providing relevant and valuable feedback. 

On the other hand, Bing and You received lower ratings with an average of 3.91 and 3.80 

respectively. This indicates that students may be less satisfied with the feedback provided by both platforms, 

perhaps due to a lack of depth or relevance of the feedback provided in the context of the material being 

studied. Despite having a mean of 3.98, Perplexity shows considerable variation in students' ratings, with 

some students giving low ratings. This shows that although feedback from Perplexity tends to be consistent, 

some students may feel that the feedback does not always match their expectations or needs in the learning 

process. Overall, these results indicate the importance of developing and adapting GAI algorithms to provide 

more consistent and relevant feedback according to students' needs and preferences in distance learning. 

Further evaluation is also needed to understand more deeply the factors that influence student preferences 

and satisfaction with various types of feedback provided by GAI. 

 

 

4. DISCUSSION 

GAI has now expanded to various sectors, including higher education [81]. GAI not only helps in 

content creation and automation of administrative tasks, but also has excellent potential as an evaluator and 

feedback provider in distance education, especially in legal studies [82], [83]. The potential of AI in 

education is enormous, from personalizing learning to automating assignment assessments [84], [85]. In the 

field of education, AI has brought fundamental changes by introducing adaptive learning methods, which can 

be adapted to the needs and abilities of each student [86], [87]. AI systems can analyze student performance 

in real time and provide additional material or new challenges according to their needs [24]. Besides that, AI 

is also used to develop e-learning platforms that enable broader access to education. Specifically in the field 

of legal science, AI can assist in analyzing legal cases, guide legal research, and even in writing complex 

legal documents [88], [89]. 

Previous research has shown that the use of AI in evaluating student assignments in the legal field 

has great potential. Studies conducted by [90], [91] indicates that some AI methods tend to provide higher 

assessments than assessments supplied by experts. However, variations in assessment consistency are one of 

the main challenges faced [92]. This research implies that although AI can provide fast and efficient 

feedback, there is still a need to improve the consistency and accuracy of the assessments provided. The gap 

found in previous research is the lack of comprehensive data on how each AI method performs in assessing 

student assignments in the legal field. This research aims to fill this gap by testing and comparing the 

accuracy, consistency and relevance of feedback provided by each GAI method using three measurement 

variable approaches, including accuracy, quality of feedback and usefulness of feedback for students. 

 

4.1.  Accuracy of assessment with experts 

Accuracy is one of the most crucial factors in evaluation using GAI. Accuracy in this context refers to 

how much GAI can provide assessments that comply with applicable academic and legal standards. According 

to studies [39], [40], the accuracy of AI assessments is highly dependent on the algorithm used and the quality 

of the data used to train the AI. Stated that the accuracy of AI in the evaluation of academic assignments can 

vary greatly depending on how the data is collected and processed [93]. Research by Liang et al. [42] it also 

supports these findings, showing that AI has great potential to provide highly accurate evaluations if trained 

with relevant, high-quality data. 

In this research, the assessment accuracy variable is categorized into two measurement approaches: 

comparison of assessments between GAI and legal experts and evaluation of true or false results between 
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GAI and legal experts. The research results show that the GAI method tends to provide higher assessments 

than expert assessments. Gemini and ChatGPT show relatively good levels of accuracy with ratings tending to 

be close to expert scores in some answers. However, variations in scoring were also visible, especially in 

answers 12 and 13, where there was a significant difference between the scores given by the experts and the 

scores given by Perplexity (95 vs. 71). These differences highlight the importance of ensuring that AI training 

data is relevant and covers a wide range of evaluation scenarios to improve assessment accuracy. ChatGPT 

and Gemini's feedback quality is rated higher than that of other methods, with more detailed and relevant 

assessments. However, there are also situations where GAI cannot provide an evaluation, as indicated by the 

"N/A" and "N/B" indicators. This happened to some answers, especially to Bing and You, suggesting that 

there are limitations in the AI algorithm that may not handle all types of questions or contexts well. 

Based on the results of the Wilcoxon test, there is a significant difference between the assessments 

given by the five GAI methods (ChatGPT, Perplexity, Gemini, Bing, and You) and the assessments offered 

by experts. The GAI method tends to provide statistically significantly higher ratings than expert 

assessments, indicating GAI's potential to provide a more positive evaluation of student performance. The 

ICC analysis shows a moderate level of consistency between the assessments of the various GAI methods 

when the average of the assessments is considered. Despite this, variation in scoring was still significant, 

indicating the need for improving scoring methods or rater training to achieve higher reliability. Assessment 

using Kappa and Kendall's W shows low agreement between expert assessments and the GAI method, 

especially indicated by the negative value of Kappa. However, Kendall's W value shows consistency in how 

various GAI methods sort or grade student assignments, even though it is not perfect. 

The Crosstab table shows that Gemini gave the same accurate and false ratings as experts with  

16 answers, ChatGPT had 12 answers, Perplexity had 10 answers, and Bing and You had 9 answers. This 

shows that Gemini's and ChatGPT's true and false judgments more comprehensively approach experts' true 

and false judgments. Although none of the GAI methods achieved expert judgment accuracy, Gemini showed 

the closest accuracy rate at 80%. ChatGPT, while not as accurate as Gemini, is still quite reliable with a 60% 

accuracy rate. However, higher variations in ChatGPT scoring are worth noting, as they may affect its overall 

reliability. These results indicate that although GAI has excellent potential in the academic evaluation 

process, several limitations must be considered. The reliability and consistency of AI in providing 

assessments still require improvement, mainly to ensure that the evaluations comply with the academic 

standards applied by experts. Additionally, AI's limitations in giving judgment in certain situations highlight 

the need for further development of the algorithms and training data used. 

 

4.2.  Feedback quality 

Apart from accuracy, GAI's feedback quality is also essential in educational evaluation. Feedback 

quality involves how insightful and helpful the feedback is for students. High-quality feedback points out 

errors and provides explanations that help students understand the correct concepts. Emphasize the 

importance of clear, specific, relevant feedback to improve student learning outcomes [43], [44]. In this 

research, feedback from GAI is assessed based on how much feedback can help students understand the 

material better and correct their mistakes. 

Based on the average assessment results given by experts, ChatGPT shows the best performance 

with an average assessment of 4.22. This indicates that the feedback generated by ChatGPT is considered the 

most accurate and valuable in legal education. For example, in answer number 1, ChatGPT received a score 

of 4.8 from experts, indicating that the feedback provided by ChatGPT is considered very insightful and 

relevant. ChatGPT's consistency in delivering high-quality feedback across answers shows its potential as an 

effective tool in helping students understand and correct their mistakes. Gemini follows with an average 

rating of 4.15. These results show that the feedback provided by Gemini is also considered quite good by 

experts. On some answers, such as numbers 2 and 5, Gemini received high marks, 4.6 each, which shows its 

ability to provide accurate and valuable feedback. With almost equivalent performance to ChatGPT, Gemini 

can be a reliable alternative for giving feedback on student assignments in the legal field. Bing and Perplexity 

showed intermediate scores with average ratings of 4.09 and 3.99, respectively. Although the feedback from 

both GAIs was considered quite good, there were several answers to the question of where the quality of their 

feedback could be improved. For example, in answer number 1, Bing scored 3.8, which shows that its 

feedback is still less in-depth than ChatGPT or Gemini. Perplexity, with the second lowest average value, 

also showed variability in the quality of its feedback, indicating the need for improvements in its algorithm or 

training data. You received the lowest rating with an average of 3.90, indicating that the feedback provided 

by You was considered inadequate or not as accurate as other GAIs in assessing student assignments. On 

some answers, such as numbers 12 and 20, You scored as low as 3.2, indicating that the feedback was often 

not insightful or relevant enough to help students correct their mistakes. This highlights You's limitations in 

the context of academic evaluation and the need for significant improvement to compete with other GAIs. 
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4.3.  Usefulness of feedback 

The usefulness of feedback for students is the third aspect measured in this research. The usefulness 

of feedback refers to how effective it is in helping students correct mistakes and improve their understanding. 

Morris et al. [46] stated that valuable feedback is what students can immediately apply to their next 

assignment. According to Stevens and Levi [47], it supports this view, stating that effective feedback should 

encourage self-reflection and continuous learning. Yan and Carless [48] added that effective feedback must 

motivate students to continue learning and improving themselves. In this study, the quality of feedback 

provided by five GAI is evaluated from the student's perspective. ChatGPT stands out with the highest rating 

average of 4.12, indicating high student satisfaction with the feedback provided. Gemini also received good 

ratings with an average of 4.07, suggesting that students see it as an effective tool for providing relevant 

feedback. On the other hand, Bing and You received lower ratings with averages of 3.91 and 3.80, indicating 

a lack of depth or relevance in their feedback. Despite having a respectable average of 3.98, Perplexity 

showed variation in student satisfaction, with some scoring lower than expected. 

 

 

5. CONCLUSION 

This research demonstrates the potential of GAI as an evaluator and feedback provider in distance 

legal education, emphasizing accuracy, feedback quality, and usability as key variables. Accuracy in binary 

judgements varied, with Gemini reaching 80%, ChatGPT 60%, and other GAIs having lower scores 

(Perplexity 50%, Bing 45%, You 45%). In addition, there were significant differences between expert and 

GAI scores, with ChatGPT often giving higher scores, as seen in case number 1, where the expert gave a 

score of 85, while ChatGPT gave 100, Perplexity 90, Gemini 80, Bing 90, and You 90. Further statistical 

analysis revealed moderate agreement (ICC=0.439) and low alignment (Kappa=-0.058) between GAI and 

expert evaluations, while a Kendall's W value of 0.576 indicated moderate consistency in ratings. On the 

ratings of feedback quality and feedback usability, ChatGPT emerged as the most effective GAI, expert 

(4.22) and student (4.12), followed by Gemini with ratings of 4.15 and 4.07. Thus, the selection of 

appropriate GAIs such as ChatGPT and Gemini has the potential to improve the quality of student learning in 

the context of evaluation of academic assignments and activities. This research emphasizes the importance of 

considering the characteristics and performance of GAIs in supporting online learning processes, particularly 

in legal education, to maximize the benefits of technology in education. This research supports previous 

theories that AI technology can improve the quality of education by providing more objective assessment and 

more useful feedback. The implications of this research suggest that by continuing to develop and refine GAI 

technology, this tool can be very useful in improving the quality of distance legal education. Further research 

is needed to explore the full potential of GAI and overcome existing challenges. 
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