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 Patient education is vital in diabetes management, empowering patients with 

necessary knowledge and skills to manage condition effectively. However, 

traditional educational methods often face challenges such as limited access 

to healthcare professionals and variability in information quality. This study 

aimed to assess the reliability and readability of artificial intelligence (AI)-

driven chatbot responses in disseminating diabetes knowledge. Technically, 

the diabetes knowledge questionnaire (DKQ-24) was administered to 

evaluate the effectiveness of AI-driven chatbot in disseminating diabetes-

related information. Responses were evaluated for reliability and quality 

applying the modified DISCERN (mDISCERN) scale and global quality 

scale (GQS), and readability was assessed using the Flesch reading ease 

(FRE) score, Flesch-Kincaid grade level (FKGL), gunning fog index (GFI), 

Coleman-Liau index (CLI), and simple measure of gobbledygook (SMOG). 

The mean mDISCERN score was 31.50±2.89, indicating generally reliable 

responses. The median GQS score was 4, reflecting the high overall quality. 

The readability assessment revealed a mean FRE score of 66.30, indicating 

that the text was fairly easy to read. FKGL mean score was 6.54±3.19, 

suggesting the text was suitable for readers at a sixth-grade level. In 

conclusion, AI-driven chatbot provides reliable and high-quality information 

on the diabetes self-management, but it requires improvements to enhance 

accessibility. 
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1. INTRODUCTION 

Diabetes-described as a long-term (chronic) condition characterized by the elevated levels of blood 

glucose-remains one of the most common public health challenges globally. According to the International 

Diabetes Federation, approximately 463 million adults were living with diabetes in 2019, and this number is 

projected to rise to 700 million by 2045 [1]. The condition not only affects the individual’s health and quality 

of life but also substantial economic burden on healthcare systems. Effective management and prevention of 

the condition are crucial to mitigating all these effects and necessitate a comprehensive understanding of the 

disease among patients and healthcare providers. Patient education is a cornerstone in diabetes management. 

It strengthens diabetic patients with the knowledge and skills required to manage its symptoms and 

condition effectively, adhere to treatment regimens, and make informed lifestyle choices [2]. The education 

https://creativecommons.org/licenses/by-sa/4.0/
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extends beyond patients to include their caregivers and general publics, supporting an environment that 

supports better health outcomes. A comprehensive diabetes education covers a wide range of topics, such as 

pathophysiology of disease, dietary management, physical activities, medication adherence, and monitoring 

of blood glucose levels as well. By enhancing knowledge, the patient education facilitates early detection and 

intervention, which are essential for preventing complications associated with diabetes. 

Despite the critical role of education in diabetes management, traditional educational methods face a 

number of challenges. One of many obstacles is the limited access to healthcare professionals, particularly in 

remote and underserved areas [3]. The gap in access means that a number of diabetic patients do not receive 

the necessary education and support to manage their condition effectively. Additionally, the time constraints 

within the clinical settings often limit the amount of information that healthcare providers can deliver during 

consultation. Moreover, the variability in the quality and accessibility of information across different sources 

lead to misinformation and confusion among patients [4]. The proliferation of information available online 

has also contributed to the spread of inaccurate or conflicting advice while beneficial in some respects.  

The patients may struggle to DISCERN reliable sources from those that provide misleading information. This 

issue is compounded by complexity of medical information, which can be relatively difficult for individuals 

without a healthcare background to fully understand. Therefore, there is a requirement for consistent, 

accurate, and easily accessible educational resources to support diabetes management. 

Artificial intelligence (AI) technology has emerged as a transformative force in the healthcare, 

offering innovative solutions to enhance service delivery and patient care. In particular, AI-driven chatbots 

have shown significant promise in addressing some of the main challenges associated with diabetes education 

[5]. The chatbots utilize natural language processing and machine learning algorithms to interact with users, 

providing instant, personalized responses to a wide range of health-related queries. One of primary 

advantages of AI-driven chatbots is their ability to deliver consistent and scalable information. Unlike human 

healthcare providers, such chatbots can operate continuously without fatigue, offering the patients immediate 

access to information at any time. Such technology is particularly beneficial for individuals living in remote 

areas or those who have limited access to the healthcare services. Furthermore, chatbots can be programmed 

to deliver information that adheres to established medical guidelines, therefore reducing the risk of 

misinformation [6]. ChatGPT®, developed by OpenAI, is an example of an AI-driven chatbot that has 

showed potential in various domains, including medical information dissemination. By training on vast 

datasets, ChatGPT can generate human-like responses and provide valuable support in education. However, 

its effectiveness in specific medical contexts, such as diabetes education, remains to be thoroughly evaluated. 

AI-driven chatbots have shown promise not only in diabetes education but also in managing other 

chronic diseases such as cardiovascular conditions, asthma, and hypertension. Studies have demonstrated that 

these tools can assist patients in medication adherence, symptom tracking, and lifestyle modifications [7]‒[9]. 

For instance, AI chatbots have been used to monitor blood pressure and provide tailored dietary advice for 

hypertensive patients [10]. The scalability and personalization of AI make it a versatile tool for addressing the 

unique challenges posed by various chronic diseases, further emphasizing the need for targeted research to 

optimize their use in specific contexts like diabetes education. A number of studies have investigated the 

capabilities of AI-driven chatbots in delivering healthcare information. All these studies have yielded mixed 

results, with some highlighting the accuracy and utility of chatbot responses, while the others have identified 

limitations [11]‒[13]. For instance, a study of narrative review showed an AI-driven chatbot designed to answer 

questions related to breast cancer [14]. This review found high user satisfaction, and many have shown efficacy 

in improving patient-centered communication, accessibility to cancer-related information, and access to care. 

Currently, chatbots are mainly limited by the needs for extensive user-testing and iterative improvement before 

widespread implementation. Conversely, another research has highlighted that such chatbots may sometimes 

generate responses that lack the necessary depth or context required for complex medical queries [15]. In the 

context of diabetes education, it is crucial that chatbots not only deliver accurate information but also present it 

in a manner easily understandable and actionable for patients. The readability of information is a key factor in 

ensuring that patients can effectively use the knowledge provided to manage their condition. 

Despite the growing interest in AI-driven chatbot topics, there is a gap in the research-specifically 

assessing its effectiveness in disseminating the diabetes-related knowledge. Most existing studies focused on 

other medical conditions or have not comprehensively evaluated the readability and reliability of AI-driven 

chatbot responses in the context of diabetes education. Given the unique educational needs of patients, it is 

essential to investigate how well AI-driven chatbots can meet these requirements. The current literature does 

not provide an assessment of chatbot’s performance using standardized diabetes knowledge questionnaires, 

(i.e., diabetes knowledge questionnaire (DKQ-24)). This gap outlines the need for research that examines 

both accuracy and readability of AI-generated responses to ensure that they are suitable for patient education. 

Therefore, the main aim of this study is to assess the reliability and readability of AI-driven chatbot’s (in this 

case, ChatGPT®) responses in disseminating diabetes knowledge using DKQ-24 questionnaire. By assessing 
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its performance, this study seeks to determine its potential as one of effective educational tools for diabetes 

self-management. 

 

 

2. METHOD 

2.1.  Questionnaire 

This study utilized the DKQ-24, a recognized instrument for assessing diabetes knowledge, 

including its management, complications, and prevention strategies (Table 1). The questionnaire has been 

extensively validated in the previous studies, demonstrating robust reliability and validity across diverse 

populations [16]‒[18]. The DKQ-24’s internal consistency, as measured by the Cronbach's alpha method, 

typically exceeds 0.80, indicating high reliability. The questionnaire’s validity has also been supported by its 

strong correlations with other established measures of the diabetes knowledge and clinical outcomes. In this 

study, the DKQ-24 was administered to evaluate diabetes knowledge dissemination effectiveness of 

ChatGPT-4 version. 

 

 

Table 1. A 24-items of patient’s DKQ-24 (n=24) 
No Question items (n=24) Yes No Don't 

know 

1 Eating too much sugar and other sweet foods is a cause of diabetes. 
   

2 The usual cause of diabetes is lack of effective insulin in the body. 
   

3 Diabetes is caused by failure of the kidneys to keep sugar out of the urine. 
   

4 Kidneys produce insulin. 
   

5 In untreated diabetes, the amount of sugar in the blood usually increases. 
   

6 If I am diabetic, my children have a higher chance of being diabetic. 
   

7 Diabetes can be cured. 
   

8 A fasting blood sugar level of 210 is too high. 
   

9 The best way to check my diabetes is by testing my urine. 
   

10 Regular exercise will increase the need for insulin or other diabetic medication. 
   

11 There are two main types of diabetes: type 1 (insulin-dependent) and type 2 (non-insulin-dependent). 
   

12 An insulin reaction is caused by too much food. 
   

13 Medication is more important than diet and exercise to control my diabetes. 
   

14 Diabetes often causes poor circulation. 
   

15 Cuts and abrasions on diabetics heal more slowly. 
   

16 Diabetics should take extra care when cutting their toenails. 
   

17 A person with diabetes should cleanse a cut with iodine and alcohol. 
   

18 The way I prepare my food is as important as the foods I eat. 
   

19 Diabetes can damage my kidneys. 
   

20 Diabetes can cause loss of feeling in my hands, fingers, and feet. 
   

21 Shaking and sweating are signs of high blood sugar. 
   

22 Frequent urination and thirst are signs of low blood sugar. 
   

23 Tight elastic hose or socks are not bad for diabetics. 
   

24 A diabetic diet consists mostly of special foods. 
   

 

 

2.2.  ChatGPT-4 interaction 

For this study, ChatGPT-4 was used due to its reported superior performance in generating human-

like responses across various domains, including healthcare [19]. ChatGPT is a large language model trained 

on a vast dataset encompassing a wide range of various topics, enabling the chatbot to provide detailed and 

contextually relevant answers to user queries. Technically, each of the 24 questions from the DKQ-24 was 

posed to ChatGPT-4 on two separate occasions, with one-week interval between the testing sessions, see 

Figure 1. By testing each question twice, this study sought to identify variations in the responses that might 

impact the reliability and perceived quality of the information provided. 

 

2.3.  Evaluation criteria 

The reproducibility of ChatGPT-4’s responses was a critical focus of the study, and responses were 

categorized based on their comprehensiveness and accuracy. Specifically, each response was classified into 

one of two primary categories, as applied in the previous study [20], namely: “comprehensive and correct” or 

“some correct and some incorrect”. The classification was intended to capture the degree to which chatbot’s 

responses adhered to established medical guidelines and provided complete and accurate information. Any 

responses containing minor inaccuracies or omissions but were otherwise broadly correct were categorized as 

the “some correct and some incorrect”. 

The reliability and quality of ChatGPT-4’s responses were independently evaluated by two health 

professionals (two general practitioners). The evaluations were performed applying the modified DISCERN 

(mDISCERN) scale as shown in Table 2 and the global quality scale (GQS) as shown in Table 3. The 
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mDISCERN scale, adapted from the original DISCERN instrument, mainly focuses on the reliability of 

provided healthcare information by assessing criteria such as the clarity of aims, the comprehensiveness of 

information, the transparency of the sources, and the balance and bias of the content [21]. Each criterion was 

scored on a 5-point scale, with higher scores indicating better reliability. The GQS was used to evaluate the 

overall quality of the responses, with a focus on their usefulness and the logical flow of information. The 

GQS also applies a five-point scale, with higher scores reflecting higher quality [22]. 

The readability of ChatGPT-4’s responses was assessed using many established readability metrics, 

such as: Flesch reading ease (FRE) score, the Flesch-Kincaid grade level (FKGL), the gunning fog index 

(GFI), the Coleman-Liau index (CLI), as well as the simple measure of gobbledygook (SMOG). These tools 

collectively provide a comprehensive evaluation of how easily the text can be read and understood by general 

public (in this case, diabetic patients): i) FRE score ranges from 0 to 100, with higher scores indicating easier 

readability. Texts with a score of 60-70 are considered easily understandable by 8th or 9th graders [23];  

ii) FKGL metric translates the FRE score into the United States (U.S.) school grade level, indicating the 

minimum grade level required to understand all the text. For example, a score of 8.0 means the text is 

understandable by an 8th grader [24]; iii) GFI index estimates the years of formal education a person needs to 

understand the text on the first reading. A score of 12 is equivalent to high school level [25]; iv) CLI 

measures the readability of the text based on the average number of letters per 100 words and the average 

number of sentences per 100 words. It outputs the U.S. grade level [26]; v) SMOG model estimates the years 

of education needed to understand a piece of writing. It is often used for texts that require careful 

consideration of complex topics [27]. 
 

 

 
 

Figure 1. Flowchart of the reliability, quality, and readability assessment of this study 
 

 

Table 2. Question items of the mDISCERN questionnaire (n=8) 
No mDISCERN questionnaire Score 

1 Are the aims clear? 1-5 

2 Does it achieve its aims? 1-5 

3 Is it relevant? 1-5 
4 Is it clear what sources of information were used to compile the publication (other than the author or producer)? 1-5 

5 Is it clear when the information used or reported in the publication was produced? 1-5 

6 Is it balanced and unbiased? 1-5 

7 Does it provide details of additional sources of support and information? 1-5 

8 Does it refer to areas of uncertainty? 1-5 

 

 

Table 3. GQS utilized in the study (n=5) 
No GQS Score 

1 Poor quality, poor flow of the site, most information missing, not at all useful for patients 1 

2 Generally poor quality and poor flow, some information listed but many important topics missing, of very limited use 

to patients 

2 

3 Moderate quality, suboptimal flow, some important information is adequately discussed but others poorly discussed, 

somewhat useful for patients 

3 

4 Good quality and generally good flow, most of the relevant information is listed, but some topics not covered, useful 

for patients 

4 

5 Excellent quality and excellent flow, very useful for patients 5 
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3. RESULTS AND DISCUSSION 

3.1.  Reliability and quality 

In the contexts of consensus scores, reliability and quality of ChatGPT-4’s responses were evaluated 

using the mDISCERN scale and GQS. The mean mDISCERN score was 31.50±2.89, indicating a generally 

good level of reliability. The mDISCERN scale, which assesses the reliability of health information, revealed 

that most of chatbot’s responses were reliable, with a majority scoring above the threshold for fair reliability. 

The median GQS score was 4, with scores ranging from 1 to 5, suggesting that overall quality of responses 

was high, reflecting high overall quality but also highlighting room for improvement. 

Regarding the response consistency, the responses provided by ChatGPT-4 were consistent across 

multiple testing sessions. Each response was analyzed twice on different days to evaluate reproducibility, and 

the results indicated a high degree of consistency. Responses included advice to consult an endocrinologist, 

ensuring that the users were reminded of the importance of professional guidance. Importantly, no misleading 

information was found in any of the responses, underscoring the reliability of ChatGPT-4 as the information 

source. In terms of reliability classification, 75% of responses were rated as high quality, 25% as moderate 

quality, and only a small fraction (8.3%) was considered poor. 

The consistency of the responses was another critical aspect of this study. Each question was tested 

twice on two different days, and the responses demonstrated high consistency, with no significant variations. 

This consistency is important for ensuring that users receive dependable information irrespective of the time 

of interaction. All responses included advice to consult a healthcare professional, strengthening the necessity 

of professional medical guidance-as well as underscoring the responsible design of the AI system. 

The findings of this study are consistent with previous studies indicating that the AI chatbots can be 

effective tools for disseminating health information. For example, a study found that the AI chatbot provided 

reliable and satisfactory responses to patient’s questions about breast cancer [28]. Similarly, a review of the 

psychiatric landscape reported that AI-driven conversational agents could provide appropriate and accurate 

responses to inquiries on the mental health and interpersonal violence [29]. All previous studies highlight the 

potential of AI chatbots to serve as valuable resources for health education and information dissemination. 

 

3.2.  Readability 

The readability of ChatGPT-4’s responses was assessed by multiple readability indexes, including 

FRE, FKGL, GFI, CLI, and SMOG scores as shown in Table 4. The median FRE score was 69.88, with a 

range of 6.39 to 97.02, indicating that all the text varied from very difficult to read to quite easy to read. On 

average, the readability metrics suggested that the text was somewhat challenging, with an FKGL mean of 

6.54±3.19, indicating that the text was suitable for its readers at a sixth-grade reading level. The GFI mean 

was 11.92±1.55, and the CLI mean was 12.52±3.53, both scores suggesting that the text required a level of 

education corresponding to high school or early college years. The SMOG index, which measures years of 

education needed to understand a text, averaged 5.61±3.20, meaning that the text was moderately complex. 

In terms of reading levels, 20.8% of AI-generated responses were rated as fairly easy to read, 29.1% 

as standard or average, and 16.6% as fairly difficult to read. Only 4.1% of the texts were classified as very 

difficult or extremely difficult to read. This distribution suggests that while a significant portion of responses 

was accessible to a broad audience, a considerable number required a higher level of reading proficiency.  

The reader’s age analysis showed that the majority of responses were suitable for individuals with a reading 

level corresponding to high school and above. Specifically, 50% of the texts were appropriate for readers 

aged 14-17 years, and 12.5% for college-level readers aged 18-22 years. 

As shown in Table 5, the evaluation of ChatGPT-4’s responses according to mDISCERN scale and 

GQS scale revealed notable insights into the chatbot’s performance in disseminating diabetes knowledge. Out 

of the 24 responses assessed, 2 responses (8.3%) were classified as poor, 17 responses (70.8%) as fair, and 5 

responses (20.8%) as good based on DISCERN criteria. In terms of overall quality classification, 6 responses 

(25%) were deemed to be of moderate quality, while 18 responses (75%) were rated as high quality. 

These findings suggest that while a majority of the responses provided by ChatGPT-4 were of fair or 

high quality, there remains a small proportion that highly requires improvement to ensure the reliability and 

comprehensiveness in health information dissemination. Previous studies also highlighted the importance of 

readability in health communication. For instance, this study emphasized that effectiveness of conversational 

agents in the healthcare depends significantly on the readability of the information they provide [30]. If the 

information is too complex, it may not be useful to the general public, particularly individuals with lower 

health literacy levels. Therefore, improving the readability of AI-generated health information is essential to 

maximize its impact. 

To improve the accessibility of AI-driven chatbots, it is essential to address health literacy and 

cultural sensitivity. Simplifying medical terminology and tailoring messages to align with patient’s cultural 

and linguistic contexts can significantly enhance comprehension and engagement. For example, 

incorporating culturally relevant dietary advice or providing responses in regional languages can make the 
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information more relatable and actionable. Future development of chatbots should prioritize inclusivity by 

incorporating diverse datasets and consulting with multidisciplinary teams to ensure that the generated 

content meets the needs of various populations. 

 

 

Table 4. Summary of mDISCERN, GQS, and readability scores of ChatGPT responses 
Reliability, Quality, and Readability n = 24 

Reliability 
 

mDISCERN score (mean ± SD) 31.50±2.89 

Quality 
 

GQS score [median (min–max)] 4 (1-5) 

Readability indexes 
 

FRE [median (min–max)] [69.88 (6.39–97.02)] 

FKGL (Mean ± SD) (6.54±3.19) 

GFI (Mean ± SD) (15.92±11.52) 

CLI (Mean ± SD) (12.52±5.23) 

SMOG (Mean ± SD) (5.61±3.20) 
Reading level 

 

Fairly easy to read n (%) 5 (20.8%) 

Standard/average n (%) 7 (29.1%) 

Fairly difficult to read n (%) 4 (16.6%) 

Difficult to read n (%) 4 (16.6%) 
Very difficult to read n (%) 1 (4.1%) 

Extremely difficult to read (%) 1 (4.1%) 

Reader’s age 
 

8–9 years old (fourth and fifth graders) n (%) 0 (0%) 

10–11 years old (fifth and sixth graders) n (%) 1 (4.1%) 
11–13 years old (sixth and seventh graders) n (%) 4 (16.6%) 

12–14 years old (seventh and eighth graders) n (%) 4 (16.6%) 

13–15 years old (eighth and ninth graders) n (%) 3 (12.5%) 

14–15 years old (ninth and tenth graders) n (%) 0 (0%) 
15–17 years old (tenth and eleventh graders) n (%) 5 (20.8%) 

17–18 years old (twelfth graders) n (%) 0 (0%) 

18–19 years old (college level entry) n (%) 0 (0%) 

21–22 years old (college level) n (%) 3 (12.5%) 

College graduate n (%) 2 (8.3%) 
Professional (%) 1 (4.1%) 

 

 

Table 5. Score distribution of ChatGPT according to the DISCERN scale 
Parameters n=24 (%) 

mDISCERN criteria 
 

Poor 2 (8.3) 

Fair 17 (70.8) 
Good 5 (20.8) 

Quality classification 
 

Low quality 0 (0.00) 

Moderate quality 6 (25.0) 

High quality 18 (75.0) 

 

 

3.3.  Correlation analysis 

The correlation analysis of this study examined the relationship between the reliability, quality, and 

readability of the ChatGPT-4’s responses. The score of mDISCERN was found to be moderately positively 

correlated with the GQS score, suggesting that responses rated as more reliable were also perceived to be of 

higher quality. However, the mDISCERN scores did not show a significant correlation with the readability 

metrics (FRE, FKGL, GFI, CLI, SMOG). This indicates that the reliability and quality of the responses were 

independent of their readability, meaning that reliable and high-quality responses were not necessarily easier 

to read. The FRE score was significantly negatively correlated with other readability formulas such as  

FKGL, CLI, SMOG, and GFI. This negative correlation is expected since these formulas measure different 

aspects of readability: while the FRE score increases with easier text, the other indexes increase with more 

complex text. The FKGL, GFI, CLI, and SMOG scores were all positively correlated with each other, 

indicating that texts considered difficult by one measure were also likely to be rated as difficult by the others. 

 

3.4.  Strengths and limitations of the study 

One of the main strengths of this study is its comprehensive evaluation of ChatGPT-4 using  

DKQ-24. This standardized questionnaire allowed for reliable comparisons across different interaction 
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sessions and provided a robust measure of the Al-driven chatbot’s effectiveness as an educational resource. 

Additionally, various readability metrics implemented in this study provided a nuanced understanding of the 

accessibility of responses, highlighting areas for improvement in AI-driven health communication. Another 

strength lies in the reproducibility assessment. By testing each question twice on different days, the study 

confirmed the consistency of ChatGPT-4’s responses, one of vital factors for the reliability of AI-driven 

educational tools. Furthermore, the independent evaluation by experienced endocrinologists using the 

mDISCERN and GQS scales ensured a comprehensive and objective assessment of the reliability and quality 

of the information provided. Additionally, the methodology applied in this study aligns with best practices in 

evaluating health information tools. The use of validated instruments like DKQ-24 and mDISCERN scale 

provides a reliable framework for assessing both the quality and reliability of health information. This method 

is consistent with previous studies that have utilized similar methodologies to evaluate such tools [16], [17]. 

This study, despite its strengths, also has many limitations. Firstly, it relied on a specific version of 

the AI-driven chatbot, ChatGPT-4, which may not fully represent the capabilities of newer versions, such as 

ChatGPT-4. Future studies should consider evaluating these newer versions to provide a more comprehensive 

understanding of advancements in the AI-driven health communication. Secondly, while the study assessed 

the readability of responses, it did not directly measure the comprehension and retention of the information 

by users. Future research should include feedbacks from its users and comprehension assessments to provide 

a more comprehensive evaluation of the educational impact of AI-driven chatbots. 

While AI-driven chatbots offer immense potential, its implementation in healthcare raises important 

ethical considerations. Issues such as data privacy, security, and the potential for misinformation must be 

carefully addressed. Ensuring that patient data used to train AI models is anonymized and handled in 

compliance with regulatory standards is critical. Moreover, reliance on AI tools should not replace 

professional medical guidance but rather complement it. The ethical challenge of ensuring equitable access to 

AI tools for underserved populations also warrants attention. These considerations highlight the importance 

of developing AI systems that are transparent, inclusive, and aligned with established medical guidelines. 

 

3.5.  Implications for practice and future research 

The findings of this study have significant implications for the utilization of AI-driven chatbots in 

healthcare education. The high reliability and quality of ChatGPT-4’s responses suggest that AI tech can be a 

good medium for disseminating health information. However, the variability in readability suggests a need 

for ongoing improvements to ensure that the information is accessible to a wider audience. Future research 

should focus on enhancing the readability of AI-generated responses without compromising their accuracy. 

This could involve refining the algorithms to generate simpler language or providing additional context and 

explanations for more complex terms. Additionally, the studies should explore the use of AI-driven chatbots 

in various healthcare contexts and languages to generalize all the findings and identify the best practices for 

implementing these tools in diverse settings. 

The potential of the AI-driven chatbots to serve as educational tools in healthcare is promising. By 

providing reliable and high-quality information, these tools can support patients in managing their conditions 

and making informed health decisions. However, ensuring that the information is easily understandable is 

essential for better impacts. Additionally, addressing the readability challenges identified in this study is very 

important for making the AI-driven tools more effective. 

To maximize the utility of AI-driven chatbots in diabetes education, their integration into existing 

healthcare systems is essential. Chatbots can be embedded in electronic health record (EHR) systems to 

provide context-sensitive support during consultations or linked with telemedicine platforms to assist patients 

in remote areas. Collaboration between AI developers, healthcare providers, and policymakers is crucial for 

ensuring seamless integration and interoperability. Additionally, training healthcare professionals to use and 

monitor these tools will enhance their adoption and effectiveness. By embedding AI tools into routine 

healthcare workflows, we can bridge gaps in education and support for diabetes management. 

 

3.6.  Comparison with other large language models  

Future studies should investigate the performance of alternative large language models, such as 

Llama, Claude, and Gemini, alongside ChatGPT. A comparative evaluation would provide insights into the 

relative strengths and limitations of these models in disseminating diabetes-related knowledge. This 

exploration could help identify the most effective model for addressing the educational needs of diabetic 

patients, particularly in terms of accuracy, reliability, readability, and contextual adaptability. Such 

comparative research would also reveal whether any models dfemonstrate unique advantages in tailoring 

responses to specific patient demographics or healthcare settings. This broader investigation would 

strengthen the understanding of AI's role in healthcare education and guide the selection of optimal tools for 

clinical implementation. 
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3.7.  Expanding scope with additional questionnaires and datasets 

While the DKQ-24 provides a validated framework for assessing diabetes knowledge, future 

research should incorporate additional instruments to explore new dimensions of patient education. For 

example, the Michigan diabetes knowledge test (MDKT) or the summary of diabetes self-care activities 

(SDSCA) could assess broader aspects of diabetes management, including self-care behaviors and treatment 

adherence. General health literacy tools, such as the test of functional health literacy in adults (TOFHLA) and 

the rapid estimate of adult literacy in medicine (REALM), would allow researchers to evaluate the 

effectiveness of chatbot responses for individuals with varying health literacy levels. Furthermore, utilizing 

multilingual datasets could help determine the accessibility and adaptability of AI-driven chatbots for diverse 

linguistic and cultural populations. These expansions would provide a more comprehensive evaluation of 

AI's potential in healthcare education. 

 

3.8.  Implications for future AI development in healthcare 

To maximize the effectiveness of AI-driven chatbots in patient education, future research should 

focus on optimizing their readability and tailoring responses to individual user needs. Enhancing chatbot 

algorithms to generate simpler, more comprehensible language could improve accessibility for populations 

with lower health literacy. Additionally, dynamic updates to AI models through domain-specific fine-tuning 

may enhance the contextual relevance and accuracy of medical responses. Exploring the use of these models 

in real-world settings, combined with direct feedback from patients and healthcare providers, could provide 

practical insights into usability and engagement. Cost-effectiveness analyses of implementing such tools in 

large-scale health education programs would also inform healthcare systems about their potential economic 

benefits and scalability. 

 

 

4. CONCLUSION 

The findings of this study indicate that ChatGPT-4 provides reliable and high-quality information on 

diabetes management. Nevertheless, the readability of the responses varied, with some texts requiring higher 

levels of education to comprehend fully. The study findings underscore the potential of AI-driven chatbots as 

educational tools in healthcare while underlining the need for ongoing improvements to improve or enhance 

the accessibility of the information provided. 
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