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 Mitigating brute force attacks remains a critical challenge in cybersecurity, 
requiring intelligent and adaptive solutions. This research introduces an 

approach to optimizing firewall deployment timing for enhanced brute force 

mitigation using pattern recognition techniques with the random forest 

algorithm. Leveraging the UNSW-NB15 dataset, comprehensive 
preprocessing and exploratory data analysis (EDA) were performed to 

ensure the dataset's suitability for machine learning applications. The study 

utilized a structured workflow, splitting the dataset into training and testing 

subsets to rigorously evaluate the model's performance. The proposed 
random forest model achieved a high accuracy of 98.87%, supported by 

precision, recall, and F1-scores that confirm its effectiveness in 

distinguishing normal and attack traffic. The confusion matrix further 

validated the model’s robustness, highlighting its potential in improving the 

efficiency of firewall deployment. These findings demonstrate the critical 

role of advanced machine learning techniques in enhancing cybersecurity 

defenses, particularly in mitigating brute force attacks through optimized, 

data-driven strategies. 
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1. INTRODUCTION 

In the modern digital era, cybersecurity is a pressing concern for organizations due to the growing 

frequency and complexity of cyberattacks [1]. Organizations must remain ahead of developing risks because 

cybercriminals are always coming up with new ways to get around security safeguards. Brute force assaults 

have grown particularly prevalent among the several types of cyberattacks [2]. In order to obtain 

unauthorized access to systems, attackers in these attacks methodically try a large number of password or 

encryption key combinations. Brute force attacks are a significant danger due to their simplicity and the 

potential for serious outcomes [3]. 

Brute force attacks can have serious consequences. Sensitive information may be exposed as a result 

of data breaches brought on by attackers once they get access [4]. This can seriously harm the targeted 

organization's credibility and reputation in addition to causing financial loss through fraud or theft [5]. 

Furthermore, hacked systems frequently have their integrity compromised, which increases their 

susceptibility to other vulnerabilities and possible disruptions [6]. Simple password restrictions and account 

lockout policies are two examples of typical strategies for thwarting brute force attacks; however, they 

https://creativecommons.org/licenses/by-sa/4.0/
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frequently fall short. These approaches can't keep up with the continuously changing nature of cyber threats 

and are usually reactive rather than proactive [7]. 

Given these challenges, there is an urgent need for more advanced and dynamic solutions to enhance 

the effectiveness of brute force mitigation [8]. Organizations must adopt strategies that are not only capable 

of detecting and responding to brute force attacks in real time but also capable of adapting to new and 

emerging attack patterns [9]. This calls for the integration of cutting-edge technologies and innovative 

approaches to cybersecurity, ensuring that defenses remain robust and effective in the face of an  

ever-changing threat landscape [10]. 

To tackle these cybersecurity challenges, advanced machine learning techniques have proven to be a 

promising solution. Machine learning enables the analysis of large datasets, allowing for the identification of 

patterns that could indicate malicious activity [11]. Among the various machine learning algorithms, the 

random forest algorithm has gained significant attention in the realm of cybersecurity. This algorithm is 

renowned for its robustness and accuracy, making it particularly well-suited for detecting and mitigating 

cyber threats [12]. Its ability to handle large datasets with numerous features allows it to analyze complex 

data structures and uncover subtle patterns that may signify a brute force attack [13]. 

The random forest algorithm operates by generating multiple decision trees during the training 

process and then combining their outputs to form a final prediction [14]. Each decision tree is constructed 

from a distinct subset of the training data, with the final classification determined by a majority vote among 

the trees. This ensemble technique is highly effective in reducing overfitting, a common issue where a model 

performs well on training data but struggles with new, unseen data [15]. By averaging the predictions from 

several trees, random forests improve the model's ability to generalize, making it more reliable in real-world 

situations where new and unexpected patterns may emerge [16]. 

In addition to the inherent strengths of the random forest algorithm, the integration of pattern 

recognition techniques further enhances its effectiveness in cybersecurity applications [17]. Pattern 

recognition involves identifying regularities and anomalies in data, which is crucial for detecting complex 

attack patterns that traditional methods might overlook. For instance, brute force attacks often exhibit specific 

behavioral patterns, such as repeated login attempts within a short period. By leveraging pattern recognition, 

machine learning models can be trained to recognize these patterns and differentiate between normal user 

behavior and potential attacks [18]. This combination of random forests and pattern recognition provides a 

powerful toolset for proactively identifying and mitigating brute force attacks, thereby bolstering the overall 

security posture of an organization [19]. 

The integration of random forests and pattern recognition techniques into cybersecurity strategies 

presents a formidable approach to enhancing brute force attack mitigation [20]. Random forests, with their 

ensemble learning capabilities, can effectively manage and analyze vast amounts of network traffic data, 

identifying patterns that may indicate an ongoing brute force attack [21]. By combining these capabilities 

with pattern recognition techniques, it becomes possible to detect even the most subtle and sophisticated 

attack patterns. This synergy allows for more accurate and timely identification of brute force attacks, which 

is critical for deploying countermeasures promptly and effectively [22]. 

By leveraging these advanced technologies, cybersecurity strategies can move beyond traditional 

reactive approaches. Instead of responding to attacks after they have occurred, organizations can implement 

proactive measures that anticipate and prevent potential threats [23]. The ability to analyze and identify 

attack patterns in real-time significantly enhances the speed and accuracy of the response, reducing the 

window of opportunity for attackers [24]. This research specifically focuses on optimizing the timing of 

firewall deployments using random forests and pattern recognition. By determining the most effective times 

to activate firewalls, it is possible to preemptively block malicious traffic, thereby minimizing the risk of 

successful brute force attacks [25]. 

The UNSW-NB15 dataset from [26], which contains comprehensive network traffic data, serves as 

the foundation for training and evaluating the random forest model. This dataset is particularly valuable 

because it includes a wide variety of normal and malicious traffic patterns, providing a robust training ground 

for the model. Training the random forest model on this dataset enables it to effectively differentiate between 

benign and malicious traffic with a high degree of accuracy. The successful application of this technology 

can significantly improve defense mechanisms against brute force attacks, providing a proactive rather than 

reactive approach to cybersecurity [27]. 

The purpose of this research is to integrate findings into practical cybersecurity frameworks, 

enhancing the efficiency and effectiveness of network defense mechanisms using the random forest 

algorithm. Brute force attacks, as persistent and evolving threats, demand proactive solutions beyond 

traditional reactive methods [28]. This study demonstrates how advanced machine learning techniques, 

particularly random forest, can address critical cybersecurity challenges by bridging the gap between 

theoretical models and practical applications [29]. 
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This research contributes by introducing a novel methodology for optimizing firewall deployment 

timing through pattern recognition and random forests, enabling proactive detection and mitigation of brute 

force attacks. It also validates the integration of machine learning with dynamic firewall strategies to improve 

real-time response capabilities against cyber threats. Additionally, it emphasizes the significance of 

leveraging high-quality datasets, such as UNSW-NB15, to accurately identify attack patterns while 

minimizing false positives and negatives. 

Driven by the increasing sophistication of brute force attacks, this study offers a scalable and 

adaptable solution that integrates seamlessly into existing security frameworks. Optimizing firewall 

deployment timing ensures efficient resource utilization, avoids disruptions to legitimate traffic, and 

preemptively blocks malicious activities. This approach strengthens immediate defenses and provides a 

foundation for future advancements in intelligent and automated cybersecurity solutions. By addressing these 

objectives, this research contributes to the development of adaptive and resilient cybersecurity technologies, 

equipping organizations with effective tools to counter emerging threats and protect critical network 

infrastructures. 

 

 

2. RELATED WORKS 

The evolution of research in optimizing firewall deployment timing for enhanced brute force 

mitigation has gained significant traction in recent years. Traditional approaches to mitigating brute force 

attacks primarily relied on static rules and signature-based detection methods, which often fall short in 

adapting to the dynamic nature of cyber threats. Recent studies have highlighted the limitations of these 

conventional methods and the need for more adaptive and intelligent solutions. For instance, dynamic rule 

adjustment and real-time traffic analysis have been proposed as more effective strategies for detecting and 

responding to brute force attacks [30], [31]. These advancements underscore the necessity of optimizing 

firewall deployment timing to enhance the responsiveness and efficiency of mitigation efforts. 

The integration of machine learning into cybersecurity frameworks has revolutionized the approach 

to threat detection and mitigation [18]. Machine learning algorithms, particularly supervised learning models, 

have been extensively used to analyze network traffic and identify malicious patterns. Studies have 

demonstrated that machine learning can significantly improve the accuracy and speed of detecting various 

types of cyberattacks, including brute force attacks [32]. The ability of machine learning models to learn 

from historical data and recognize complex attack patterns makes them invaluable in the realm of 

cybersecurity. Research efforts have focused on developing models that can adapt to evolving threats, 

thereby enhancing the overall robustness of network defense mechanisms. 

Among various machine learning algorithms, the random forest algorithm stands out for its 

robustness and efficiency in handling large datasets with numerous features. As an ensemble learning 

method, random forest builds multiple decision trees during the training phase and aggregates their outputs to 

enhance classification accuracy and mitigate overfitting [33]. This method has shown particular effectiveness 

in cybersecurity, where generalizing from diverse, high-dimensional data is essential. Studies on random 

forest have highlighted its superior performance in detecting and mitigating brute force attacks, making it a 

favored option in this field [12], [34]. 

Several studies have explored similar themes in optimizing firewall deployment and enhancing brute 

force attack mitigation using advanced techniques. For instance, research on adaptive firewall policies that 

leverage real-time data analysis and machine learning for dynamic rule adjustments has shown promising 

results [35]. Additionally, studies employing various ensemble learning methods, including random forest, 

have highlighted their effectiveness in improving detection accuracy and response times [36]. These works 

collectively emphasize the importance of continuous innovation and the integration of intelligent algorithms 

in developing more resilient and proactive cybersecurity strategies. The findings from these studies provide a 

solid foundation for further research and development in optimizing firewall deployment timing for enhanced 

brute force mitigation. 

Based on the reviewed literature, it is clear that optimizing firewall deployment timing plays a 

crucial role in improving brute force mitigation. Traditional methods relying on static rules and  

signature-based detection is insufficient in addressing the dynamic nature of cyber threats. Machine learning, 

particularly the random forest algorithm, has demonstrated its effectiveness in analyzing high-dimensional 

data and identifying complex attack patterns, offering significant improvements in detection accuracy and 

adaptability. This study aims to optimize firewall deployment timing for enhanced brute force mitigation 

using pattern recognition with the random forest algorithm. By leveraging its ability to process diverse data 

and generalize effectively, this research seeks to provide a more accurate, efficient, and adaptive solution to 

counter evolving cyber threats. 
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3. METHOD 

The methodology for optimizing firewall deployment timing to improve brute force attack mitigation 

involves five crucial stages, as depicted in Figure 1. First, relevant data from the UNSW-NB15 dataset is 

systematically collected to ensure a comprehensive representation of both normal and attack traffic. This data 

undergoes preprocessing to ensure quality and consistency, addressing missing values and encoding 

categorical features. 

Next, appropriate models, particularly the random forest algorithm, are selected for training and 

testing to distinguish between normal and attack traffic. An ablation study follows to assess the impact of 

different components on the model's performance, especially the contribution of pattern recognition techniques 

to detection accuracy. Finally, the results are thoroughly analyzed to evaluate the proposed method's efficiency 

and effectiveness in optimizing firewall deployment timing to mitigate brute force attacks. Figure 1 visually 

represents this methodology, illustrating the progression through these five stages. 

 

 

 
 

Figure 1. Methodology enhanced brute force mitigation purpose 

 

 

3.1.  Data collection 

The initial phase involves systematically collecting relevant data from the UNSW-NB15 dataset, a 

comprehensive resource designed for cybersecurity research, particularly in intrusion detection and 

prevention systems [26]. The dataset encompasses a diverse set of features that characterize network traffic, 

including connection duration, the protocol employed, the state of the connection, the number of packets 

transmitted and received, and the total bytes exchanged show in Table 1. Additionally, it contains computed 

features such as the source-to-destination time-to-live (TTL) value, the bit rate between source and 

destination, inter-packet arrival times, and jitter. 

The dataset consists of both numeric and categorical features. Numeric features include connection 

duration, packet counts, byte counts, and data transfer rates, while categorical features encompass protocol 

type, service type, and connection state. The target variable, label, indicates whether the traffic is normal (0) 

or an attack (1), with an additional attack_cat column specifying the attack category. 

To prepare the dataset for machine learning, categorical features are converted into numeric format 

using techniques such as label encoding. Any missing values are addressed by either filling them in or 

removing the affected rows. The dataset is then divided into features (X) and the target variable (y), where X 

includes all columns except label and attack_cat, and y represents the label. The features are standardized to 

bring them to a comparable scale, with a mean of zero and a standard deviation of one. This preprocessing 

step ensures the data is well-prepared for training machine learning models, facilitating precise and efficient 

detection and mitigation of brute force attacks. 

 

3.2.  Data preprocessing 

Data preprocessing is a critical step in the machine learning pipeline to ensure the quality, 

consistency, and readiness of the dataset for training the model. It plays a vital role in improving the 
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performance and accuracy of machine learning algorithms by eliminating noise and handling missing or 

inconsistent values. This step involves several sub-processes, checking data types, encoding categorical 

features, handling missing values, standardizing feature variables, and splitting data, which are essential to 

prepare the dataset effectively before model training. 

‒ Checking data types: the initial phase of preprocessing involves inspecting the data types of each column 

in the dataset. This step is crucial to identify which features are categorical and which are numerical. 

Categorical features need to be encoded into a numeric format, while numerical features need to be 

standardized to ensure uniform scaling. 

‒ Encoding categorical features: in the dataset, categorical features such as 'proto' (protocol type), 'service' 

(network service on the destination), and 'state' (state and condition of the protocol) were identified. 

These features cannot be directly used by most machine learning algorithms that require numeric input. 

Therefore, they were encoded using the LabelEncoder. Label encoding converts categorical values into a 

numeric format where each unique category is assigned a distinct integer value. This transformation 

enables the random forest model to process and learn from these features effectively. 

‒ Handling missing values: the dataset was then checked for missing values, which can negatively impact 

the performance of the machine learning model if not handled properly. Missing values can arise due to 

various reasons, such as incomplete data collection or data corruption. In this research, missing values 

were addressed by either dropping rows with missing data or filling them using appropriate methods like 

forward fill or mean imputation. In this instance, rows with missing values were dropped to maintain the 

dataset's integrity and ensure that the model is trained on complete data. 

‒ Standardizing feature variables: the last phase of data preprocessing involves standardizing the feature 

variables, a critical step to ensure that each feature equally influences the model's learning process. 

Standardization adjusts the data so that it has a mean of zero and a standard deviation of one. This process 

is particularly vital for algorithms that rely on distance measures, like random forests, as it prevents 

features with larger scales from overwhelming the learning process. The StandardScaler from scikit-learn 

was utilized to standardize the numerical features, thereby improving the model's performance and 

accelerating convergence. 

‒ Splitting data: post-preprocessing, the dataset is split into features (X) and target variable (y), with 80% of 

the data allocated for training and 20% for testing. The features are all columns except 'label' and any 

non-numeric columns like 'attack_cat', while 'label' represents the target variable indicating whether the 

traffic is normal or an attack. This splitting prepares the data for the subsequent training and testing 

phases. 

 

 

Table 1. Head sample dataset 
Feature sample_1 sample_2 sample_3 sample_4 sample_5 

id 0 1 2 3 4 

dur 1 2 3 4 5 

proto tcp tcp tcp tcp tcp 

Service - - - ftp - 

state FIN FIN FIN FIN FIN 

spkts 6 14 8 12 10 

dpkts 4 38 16 12 6 

sbytes 258 734 364 628 534 

dbytes 172 42014 13186 770 268 

rate 74.08749 78.473372 14.170161 13.677108 33.373826 

Sport_ltm 1 1 1 1 1 

dst_src_ltm 1 2 3 3 40 

ftp_login 0 0 0 1 0 

ftp_cmd 0 0 0 1 0 

http_mthd 0 0 0 0 0 

src_ltm 1 1 2 2 2 

srv_dst 1 6 6 1 39 

ips_ports 0 0 0 0 0 

attack_cat normal normal normal normal normal 

label 0 0 0 0 0 

 

 

3.3.  Model selection 

During the model selection phase, the random forest algorithm was selected for its robustness, 

accuracy, and capability to manage large datasets with numerous features. First introduced by Breiman in 

2001, random forests are an ensemble learning technique that builds multiple decision trees and aggregates 

their outputs to enhance classification accuracy and minimize overfitting. This algorithm is particularly  

well-suited for differentiating between normal and attack traffic in network data. 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 4, August 2025: 2945-2954 

2950 

Once the data is split, the random forest model is initialized and trained using the training set. Key 

parameters, such as the number of trees in the forest (n_estimators), are set to 100, meaning the model will 

construct 100 decision trees. The algorithm works by bootstrap sampling, where random samples of the training 

data are drawn for each tree. Each tree is built using a subset of features at each node, which increases diversity 

and reduces overfitting. Node splitting is based on criteria like Gini impurity, calculated as in (1) [15]. 

 

𝐺𝑖𝑛𝑖(𝐷) = 1 − ∑ 𝑃𝑖2𝑛
𝑖=1   (1) 

 

Where 𝑃𝑖 is the probability of class i in the dataset D (1).  

After all trees are constructed, they make independent predictions. The final prediction is 

determined through majority voting: each tree casts a vote for a class, and the class that receives the most 

votes is selected. This ensemble approach enhances the model's accuracy and stability, reducing variance and 

mitigating overfitting. The training phase involves feeding the training data into the model to learn patterns 

distinguishing normal from attack traffic, ensuring robust and reliable classification performance. 

 

3.4.  Ablation study 

An ablation study was carried out to evaluate how various components influenced the model's 

performance. This process involved systematically modifying or removing specific components of the model 

to assess their influence on overall accuracy and robustness. Key aspects such as the number of trees 

(n_estimators), the maximum tree depth (max_depth), and preprocessing techniques like feature scaling and 

encoding were thoroughly examined. The findings from this study were instrumental in fine-tuning the 

model, enhancing its capability to detect brute force attacks effectively. This approach ensured that the model 

was optimized for peak performance in practical applications. 

 

3.5.  Result analysis 

The results were analyzed comprehensively to evaluate the efficiency and effectiveness of the 

proposed approach in optimizing firewall deployment timing for enhanced brute force mitigation.  

Key performance metrics such as accuracy, precision, recall, and F1-score were calculated using the 

following formulas [11]. The TP represents true positives, TN true negatives, FP false positives, and FN 

false negatives. 

‒ Accuracy measures the overall correctness of the model by evaluating the proportion of total correct 

predictions out of all predictions made: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (2) 

 

‒ Precision assesses the model's ability to identify only the relevant instances of attacks by calculating the 

ratio of correctly predicted attack instances to the total predicted attack instances: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (3) 

 

‒ Recall assesses the model's ability to identify all actual attack instances by determining the ratio of 

correctly predicted attack instances to the total number of actual attack instances. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (4) 

 

‒ F1-score offers a balanced measure between precision and recall, making it particularly valuable in cases 

of imbalanced class distribution. It is calculated as the harmonic mean of precision and recall. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (5) 

 

 

4. RESULTS AND DISCUSSION 

The results of this study demonstrate the effectiveness of using the random forest algorithm for 

optimizing firewall deployment timing to mitigate brute force attacks. The model achieved high accuracy 

in distinguishing between normal and attack traffic, as evidenced by key performance metrics. The 

calculated accuracy was 98.87%, indicating a high overall correctness in the model’s predictions. 

Precision was found to be 98.99%, reflecting the model’s ability to correctly identify attack instances with 
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minimal false positives. The recall rate stood at 99.77%, showcasing the model’s capability to capture 

almost all actual attack instances, and the F1-score was 99.38%, indicating a robust balance between 

precision and recall. 

The confusion matrix further elucidated the model's performance. It showed in Table 2 that out of 

35,069 total instances, 10,827 normal instances were correctly classified, while 342 were misclassified as 

attacks. Conversely, 23,845 attack instances were correctly identified, with only 55 being wrongly classified 

as normal traffic. This high true positive rate, coupled with minimal false negatives and false positives, 

underscores the model's reliability in real-world scenarios. 
 

 

Table 2. Confusion matrix   
Predicted 

 

 
Actual\Predicted 0 1 Total 

Actual 0 10827 342 11169 

1 55 23845 23900  
Total 10882 24187 35069 

 

 

An ablation study further dissected the contributions of different components within the model. By 

systematically removing or modifying parts of the model, it was observed that certain features significantly 

enhanced the model's performance, thereby fine-tuning its effectiveness in detecting brute force attacks. The 

insights gained from the ablation study helped in refining the model, ensuring that the most critical 

components were optimized for better performance. 

The confusion matrix provided additional insights into the model's ability to classify normal and 

attack traffic accurately. It revealed a high true positive rate with minimal false negatives and false positives, 

underscoring the model's reliability in real-world scenarios. This comprehensive analysis confirms the 

proposed approach's efficacy in enhancing cybersecurity measures through optimized firewall deployment 

timing, ultimately contributing to more robust network defense mechanisms against evolving brute force 

attacks. This research highlights the potential of machine learning, particularly the random forest algorithm, 

in addressing critical cybersecurity challenges. Continuous innovation and rigorous evaluation, as 

demonstrated in this study, are essential for developing effective solutions to counteract the ever-evolving 

landscape of cyber threats. 
 

 

5. CONCLUSION 

This study introduces a robust approach to optimizing firewall deployment timing for enhanced 

brute force attack mitigation by leveraging pattern recognition with the random forest algorithm. The 

experimental results demonstrate the model's exceptional performance, achieving an accuracy of 98.87%, 

precision of 98.99%, recall of 99.77%, and an F1-score of 99.38%. These metrics highlight the model's 

ability to accurately identify attack traffic while maintaining a low rate of false positives and effectively 

detecting nearly all actual attack instances. The ablation study further provided critical insights into the 

contributions of specific model components, enabling fine-tuning to enhance the algorithm’s overall 

effectiveness. The findings confirm the efficacy of integrating machine learning techniques into 

cybersecurity frameworks to strengthen network defense mechanisms. By optimizing firewall deployment 

timing, this research contributes to developing proactive and adaptive strategies for mitigating brute force 

attacks. Future work could extend this methodology to address other cyber threats, refine the model to handle 

emerging attack patterns, and explore real-time deployment scenarios. These advancements will play a 

pivotal role in fostering more resilient and secure network infrastructures to meet the demands of an  

ever-evolving cybersecurity landscape. 
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