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 Standard risk assessment approaches are sometimes time-consuming and 

subjective. In order to overcome these challenges an innovative method will 

be presented in this article by mixing sentiment analysis and machine 

learning (ML). The suggested technique improves the effectiveness, 

precision, and scope of risk insights when it comes to the detection of 

feelings in logs via the use of automated data collection. The research 

examines several different ML classifiers and makes use of a deep learning 

model that has been pre-trained to evaluate risks in logs that are multi-

linguistic. This proves the adaptability and scalability of our technique when 

used in a multilanguage setting. This combination of sentiment analysis and 

ML are a significant advancement in comparison to traditional approaches 

since it enables real-time processing and delivers important insights into the 

management of organizational risks. 
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1. INTRODUCTION 

Data logs are essential documentation of computer systems or network events that provide an audit 

trail for assessing and addressing problems. Logs play a vital role in various functions such as audit and 

compliance to ensure compliance with regulations. They also aid in troubleshooting by providing detailed 

information to find the root causes of failures [1]. In addition, logs are used for security monitoring to detect 

suspicious activities and potential breaches [2]. Furthermore, logs are valuable for performance analysis, 

helping to understand system performance and find areas that need improvement. Logs are essential 

instruments for preserving integrity and perfecting the performance of technological infrastructures due to 

their diverse nature [3]. 

Within the landscape of cyber security, risk assessment is quite an important piece to ensure crucial 

information is secured and the IT information systems are fully functional and available [4]. Several 

conventional risk techniques are related to cybersecurity. Expert-based risk assessment (EBRA) uses experts’ 

knowledge to evaluate, prioritize, and define the risks that the system has. However, it is susceptible to biases 

and contradictions [5]. Compliance-based risk assessment (CBRA) defines the risks by guaranteeing 

compliance with regulations like the health insurance portability and accountability act (HIPAA) but lacks 

flexibility for dynamic threats [6]. Red team/blue team exercises (RTBTE) decide risk in cases with attackers 

(red team) versus defenders (blue team) [7]; however, it is time-consuming for data collection and pre- and 

post-participation status characterization [7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Artificial intelligence (AI) has proven to be a valuable tool in evaluating the cybersecurity risks 

ranging from AI-based attacks to deepfake videos [8]. The speech’s most potential application is use of 

natural language processing (NLP), which allows one to retrieve important data from written documents. 

NLP can help to increase the efficiency of cybersecurity risk assessment by transforming unstructured data 

into structured and useful information [9]. Event log data is often rich in free-text information, making it 

particularly useful to understand risk assessment in great detail, and NLP greatly enhances the capability of 

assessing these risks [9]. The importance of using sentiment analysis is using the computer algorithms to 

measure the psychological strain in text [10]. Sentiment analysis evaluates the subjective information 

included in words, phrases, or even longer text passages to find if the attitude expressed is good, negative, or 

neutral. It is extensively used for monitoring company reputation, client feedback, market research, and 

enhancing customer service via emotion-based responses [11]. Thus, sentiment analysis compensates for the 

time-consuming nature of risk assessment by automating it and providing real-time processing that 

integration improves corporate risk management efficiency, accuracy, and response. 

 

 

2. RELATED WORK 

An anomaly detection system using NLP approaches for log analysis, term frequency inverse 

document frequency (TF-IDF), polarity score, and Word2Vec for vectorization [12]. Studiawan et al. [13] 

proposed using deep learning to decide abnormalities in operating system logs using sentiment analysis. 

Unbalanced class distribution may be a=handle using a gated recurrent unit (GRU) layer and Tomek 

connection. A long short-term memory (LSTM) network was used to perform spatiotemporal sentiment 

analysis on disaster- related tweets [14]. The proposed risk assessment sentiment analysis (RASA) model had 

superior performance compared to earlier algorithms in the task of sentiment categorization. Han et al. [15] 

analyzed and compared different machine learning (ML) classifiers for the purpose of assessing software 

risk. Potential possibilities for enhancing the use of ML models in risk assessment were also discussed. 

Improved detection and less time-consuming operation are both provided by the proposed technology. 

Almahadin et al. [16] propose a physical layer secure technique using phase index RSM to overcome 

eavesdroppers employing k-nearest neighbors (KNN) supervised pattern recognition. 

The use of support vector machines (SVM) in conjunction with recurrent neural networks (RNN) 

has been shown to improve the accuracy of sentiment categorization, reaching a maximum of 93.6% overall 

[17]. Compared to conventional approaches, transformer-based models, such as DistilBERT, have shown 

superior performance, obtaining accuracy rates of 96.10% in the categorization of emotion [18]. NLP is used 

to improve network security log analysis by making complex unstructured data into usable information using 

the LSTM RNN model, which provides an F1 score of about 90 [19]. Almodovar et al. [20] introduce 

LogFiT, a self-supervised ML model that enables the detection of anomalies in logs. The model is 

implemented based on bidirectional encoder representations from transformers (BERT). Pham and Lee [21] 

propose TranSentLog methods that merge transformers with sentiment analysis to provide anomaly detection 

of the event logs. Table 1 provides a summary of the contributions and limitations of earlier works. 

 

 

Table 1. Summary of contributions and limitations from previous works 
References contribution Contribution 

Deep learning-based GRU network sentiment analysis of OS is proposed [10]. Methods include manual searching or 

predetermined rules. 

Focus on global spatiotemporal characteristics to find log anomalies [13]. Current techniques concentrate on 

distribution, system log temporal or 
geographical characteristics 

Sentiment anomalies-based semi supervised [14]. Global characteristics cannot be 

extracted accurately for anomaly 

detection using current approaches. 

Semi-supervised anomaly detection 
and time-dependent confusion matrix 

for imbalanced dataset assessment. 

 

 

3. MACHINE LEARNING CLASSIFICATION 

One of the most important uses of ML is predictive and classification data. ML algorithms are every 

occurrence in every dataset with the same attributes [22]. ML classification could be categorized into various 

techniques, mainly supervised and unsupervised learning [22], [23]. When instances are provided with 

known labels (the outputs that correspond to them), the learning process is referred to be supervised. In this 

section, we will briefly illustrate some of the ML techniques that are used in our research. 
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3.1.  Logistic regression 

Although logistic regression was made to work solely for binary classification, it can also be 

changed to manage multiclass classifications through the use of multinomial logistic regression. This version 

enables the model to predict probabilities of its outcomes for more than three classes. It does so by using the 

softmax function instead of the sigmoid function [24], [25]. 

 

3.2.  K-nearest neighbors  

The KNN algorithm is predicated on the idea that every instance that is included inside a dataset 

would, in most cases, be found near other instances with similar characteristics. If the instances are assigned 

to a classification label, the label value of an unclassified instance can be decided by examining the 

classification of the instances closest to it. This decision is based on the classifications of the neighboring 

instances [26]. 

 

3.3.  Support vector machines 

The SVMs are a recently developed method of supervised ML. SVMs are based on the concept of a 

”margin”, which refers to the distance on each side of a hyperplane that divides two classes of data. It has 

been proved that maximizing the margin, which is the longest possible distance between the separating 

hyperplane and the instances on either side, reduces the predicted generalization error [27]. 

 

3.4.  Random forest classifier 

A ML technique known as the random forest classifier handles constructing many decisions. It then 

combining them in order to provide a forecast that is both more correct and more stable. The predicted 

accuracy is improved by the use of averaging, which also helps to reduce overfitting [28]. 

 

 

4. METHODOLOGY 

In this section, the system design step will be illustrated step by step. As shown in Figure  1,  

the information and the data frame are processed. This processing is done using Spyder 5.4.3  

Python Environment. 

 

 

 
 

Figure 1. Block diagram for a ML classification process 

 

 

4.1.  Data labeling 

For sentiment analysis with three sentiment classes (high, moderate, and low), corresponding to 

scores of 10, 5, and 2 respectively, data labeling involves categorizing text descriptions based on sentiment 

intensity. In this paper, manual labeling was adopted where the description of the log was generated using 

ChatGPT. The reason for that is the limited resources available for log datasets. Table 2 provides a sample of 

the data logs from the dataset, including a description, severity, and score. Figure 2 illustrates the distribution 

of sentiment classes in your dataset. Specifically, it shows that 40% of the dataset is classified as ”very high 

sentiment,” while 30% is classified as ”moderate” sentiment, and another 30% is classified as ”low” 

sentiment. The wide-ranging distribution of feelings is helpful for training sentiment analysis models since it 
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enhances the model’s ability to effectively categorize sentiments in unfamiliar texts by including a variety of 

sentiment intensities. 

 

 

Table 2. Logs data sample dataset 
Height time stamp Description Severity Score 

08/06/2024 13:20 Critical system overload due to DDoS attack. All online services are down. Very high 10 

08/06/2024 14:49 Suspicious email attachments opened in the network, moderate risk of 

malware spread 

Moderate 5 

08/06/2024 16:55 suboptimal performance was noticed in cafeteria POS systems, with a 

minimal risk of affecting service speed 

Low 2 

 

 

 
 

Figure 2. Data visualization for labeled data 

 

 

4.2.  Data preprocessing 

Data preprocessing is an essential stage in sentiment analysis that focuses on improving the 

accuracy and efficiency of the model. The process begins with text cleansing, special characters, and capital 

letters disappear to ensure consistency. Next, tokenization is performed, which involves dividing the text into 

separate words or tokens. Stop words, which are common terms that provide little meaning, are later 

eliminated [29]. 

 

4.3.  Data normalization and standard scaling 

In order to guarantee that features are on a comparable scale, normalization and scaling are crucial 

preprocessing steps that should be taken. This makes it less complicated for ML models to be trained and 

generalized successfully. where standard xˆ is evaluated as in (1) and where µ is the mean value and σ is the 

standard deviation, and it could be calculated as in (2). Additionally, there should be an identical 

implementation of the normalizing and scaling processes for both the training dataset and the test dataset. 

This process should be generated using the training data. 

 

𝑥̌ =
𝑥− µ 

 𝜎
  (1) 

 

𝜎 = √
1

𝑁−1
∑ (𝑚𝑖 −  µ)2𝑁

𝑖=1   (2) 

 

4.4.  Data splitting 

It is essential to divide the data before training and testing ML models. To train the model, confirm 

its performance, and test its generalization to new data it has not seen, the conventional technique includes 

partitioning the dataset into two or more subsets to do these various goals. In the result section, the effect of 

the spitting ratio will be considered and illustrated. 

 

4.5.  Frequency-inverse document frequency vectorizer 

The terminology TF-IDF calculates the relevance of a phrase in a document within a collection. 

Text analysis and NLP use vectorizers to translate text into ML -compatible numerical representations. It 
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measures the significant of a word in a document compared to other texts [28]. The technique uses term 

frequency (TF) to quantify the frequency of a phrase in a text and inverse text frequency (IDF) to reduce 

terms that appear often in multiped documents. TF-IDF multiplies these two metrics to highlight unique and 

essential words in texts. This is used with document classification and clustering [30]. 

 

4.6.  Model training 

Up to this point, the training set will be fed to the selected ML classifiers and choosing a suitable 

method, preparing the data, initializing the model, iterating through training epochs to update parameters, and 

assessing the model’s performance on validation and test sets are all steps that are involved in the process of 

training a ML model. It is an essential stage in ML, and it calls for careful attention. 

 

4.7.  Model evaluation 

Model evaluation is an essential step that must be taken in order to guarantee that the trained model 

satisfies the necessary performance requirements and is proper for the application for which it was de- 

signed. Selecting relevant metrics, evaluating performance on test data, and iteratively changing the model as 

required are all activities that are included in this process. There are various metrics usually used to evaluate 

the model, like accuracy in (3), precision in (4), recall in (5), and the F1 score (6). The following equation is 

each one of them [30]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑝+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑝+𝐹𝑃
  (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑝+𝐹𝑁
  (5) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  (6) 

 

4.8.  Prediction 

Having finished the training and evaluation of your model, and being delighted with its 

performance, you can employ it to generate predictions on new, unobserved data. in this paper, the uncertain 

binary stars in the catalog will go through the same process that the training set did and finally, predict the 

wanted target data. 

 

 

5. RESULTS 

The performance matrix that is considered is the accuracy metric which reflects the accuracy that 

the model predicts the correct target values. Comparisons are made between the performance metrics of four 

distinct classifiers, namely SVM, KNN, random forest, and logistic regression. These comparisons are made 

across four major criteria: recall, accuracy, and precision, as well as the F1 score. 

Figure 3 provides the performance assessment results of several classification models using various 

metrics. Figure 3(a) shows the accuracy, with the random forest classifier achieving the best accuracy of 

90%. About 60% is the lowest level achieved by SVM. Figure 3(b) shows how each model precision decides 

positive instances while minimizing false positives. The results show that random forest has the greatest 

precision (92%) while SVM has the lowest, around 80%. Figure 3(c) compares models using recall metric, 

balancing positive event detection with missing and found ones. According to the results, the random forest 

classifier has the highest recall rate at 94%. Additionally, SVM yields the lowest level, 60%. The balanced 

classifier is decided by the F1-score, which combines precision and recall performance in Figure 3(d). 

Superior performance is achieved with random forest (94.5%). 

The confusion matrices in Figure 4 show that how the four ML models’ performance was 

categorized into three groups: low (0), moderate (1), and high (2). Figure 4(a) presents the confusion matrix 

for the KNN classifier, where it missed classifying the low class as moderate. On the other hand, Figure 4(b) 

shows the confusion matrix of SVM, where it has a poor performance classification that is biased to ”high” 

classes. Figure 4(c) displays the confusion matrix for logistic regression, where it provides excellent 

classification with one missing (low) class. Finally, Figure 4(d) provides the random forest classifier, it has 

the best classification for all instances. The results show that the random forest classifier performs high 

scores where it decides all the instances correctly. Thus, the random forest classifier is the most suitable 

model for sentiment analysis for risk assessment. 
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(a) (b) 

  

  
(c) (d) 

 

Figure 3. The comparison of classification techniques: (a) accuracy comparison, (b) precision comparison, 

(c) recall comparison, and (d) F1 score comparison 

 

 

  
(a) 

 

(b) 

 

  
(c) (d) 

 

Figure 4. The confusion matrix for classification techniques: (a) confusion matrix for KNN,  

(b) confusion matrix for SVM, (c) confusion matrix for logistic regression, and (d) confusion matrix for 

random forest 
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6. CONCLUSION 

The findings of the research revealed that the combination of sentiment analysis and ML classifiers 

has the potential to considerably improve the effectiveness and precision of risk assessments using both 

methods. The system was able to automate the identification of sentiment in logs by using methods such as 

SVM, KNN, and random forest classifiers. This allows for a more in-depth understanding of possible 

dangers. A further illustration of the flexibility of the model across a variety of languages and datasets is 

provided by the use of a pre-trained deep learning model for the analysis of non- English logs. To increase 

the predicted accuracy of the classification algorithms. 
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