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 Deserts cover a significant portion of the earth and present environmental 

and economic difficulties owing to their harsh conditions. Satellite remote 

sensing images (SRSI) have evolved into an important tool for monitoring 
and studying these regions as technology has advanced. Machine learning 

(ML) is critical in evaluating these images and extracting valuable 

information from them, resulting in a better knowledge of hard settings and 

increasing efforts toward sustainable development in desert regions. As a 
result, in this study, four ML approaches were enhanced by hybridizing them 

with pre-training methods to achieve multi model learning. Two pre-training 

approaches (Xception and DeneseNet201) were used to extract features, 

which were concatenated and fed into ML algorithms: light gradient 
boosting model (LGBM), decision tree (DT), k-nearest neighbors (KNN), 

and naïve Bayes (NB). In addition, an ensemble voting was used to improve 

the outcomes of ML algorithms (DT, NB, and KNN) and overcome their 

flaws. The models were tested on two datasets and hybrid LGBM 
outperformed other traditional ML methods by 99% in accuracy, precision, 

recall, and F1 score, and by 100% in area under the curve (AUC)-receiver 

operating characteristic (ROC). 
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1. INTRODUCTION 

Our planet Earth is made up of 29% land (continents and islands), with the remaining 71% 

controlled by water [1]. The land is then separated into two categories: lands suited for habitation and 

agriculture (green meadows) and barren desert grounds that are unsuitable for both [2]. Desertification is a 

natural phenomenon that causes land deterioration owing to wind and drifting sand. It is one of the 

environmental disasters that must be prevented or mitigated by knowing its dynamic growth and extent, as 

well as examining climatic and geographical topology such as temperature, plant cover, rainfall rate, 

latitude, and longitude [3]. In recent decades, remote sensing satellites have been able to record the Earth's 

topology, resulting in remote sensing images with high resolution and advanced processing, as well as low 

prices and rapid acquisition [4]. Researchers have been able to use these images in many important 

research fields such as environmental monitoring [5], navigation and mapping [6], Google Earth and 

OpenStreetMap [7]. Manual classification of natural regions using geographic information systems or 

remote sensing is exceedingly challenging owing to a lack of understanding of their surface, geography, 

https://creativecommons.org/licenses/by-sa/4.0/
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and changing illumination, all of which have resulted in a constant change in the features of these regions, 

especially desert regions. Therefore, an electronic classification has become necessary because it does not 

require time, effort, and field experts, unlike manual classification, which also requires high cost of 

localization and the willingness of data analysis to undertake less research. In recent years, machine 

learning (ML) techniques have emerged to classify natural regions using remote sensing images and have 

achieved good results [8]. Many researchers have used pre-trained ML methods to classify desert, green, 

and water regions and have achieved excellent results, but some of them have faced problems such as 

overfitting, which has affected the accuracy [9]. To reduce the spread of desert regions and the 

phenomenon of desertification that has increased recently and to encourage sustainable agriculture this 

study investigated to classify natural regions (desert, green, and water) and detects desert regions in 

particular, in addition to improving the quality of traditional ML techniques due to their saturation when 

classifying a large amount of data, as well as to avoid overfitting, which usually occurs in pre-trained 

learning that acquires weights and biases that represent the characteristics of the data set. So, traditional 

and modern ML methods were hybridized with two pre-trained learning methods, Xception and 

DenseNet201, to extract features and achieve high-quality and multi-model learning while previous studies 

have not addressed this. These features were then passed to more than one ML technique to be classified. 

Additionally, an ensemble method was used between more ML methods to improve accuracy. The paper's 

contributions can be summarized in the following points: 

‒ Applying two datasets, first satellite remote sensing images (SRSI) was taken from Kaggle website 

and, the second dataset was collected from many websites like: Kaggle, NASA, and Nimbo. Also, 

only three classes were taken from the two datasets, which are (desert, green areas, and water). 

‒ Performing many preprocessing on the two datasets, such as (resizing images, transformation, canny 

detection, bounding box images, cropping images, and normalization). 

‒ Applying two transfer learning techniques (Xception and DenseNet201) to extract features and 

accomplish multi-model learning.  

‒ After concatenating the transfer learning outcomes, the multi-features will be fed into traditional and 

modern ML algorithms such as (light gradient boosting model (LGBM), decision tree (DT), k-nearest 

neighbors (KNN), and naïve Bayes (NB)). additionally, the work used an ensemble voting method 

amongst three traditional ML algorithms to improve accuracy and performance. 

The remainder of the study is structured as follows: section 2 will address related works.  

Sections 3 and 4 will offer transfer learning and ML methods. Section 5 will describe research 

methodology. Section 6 will present evaluation methods. Finally, section 7 will offer the results and 

discussions, followed by section 8, which is the conclusion. 

 

 

2. RELATED WORK 

Many researchers have focused their efforts on using ML to classify natural regions or SRSI 

images. In 2017 Pritt and Chern [10] proposed deep learning system using convolutional neural networks 

(CNN) which classified objects in high-resolution satellite imagery from the IARPA functional map of the 

world (fMoW) dataset into 63 classes with 83% accuracy. It integrated image features and metadata, 

achieving second place in the fMoW TopCoder competition and the system achieved 95% or higher 

accuracy in 15 classes and placed second in the fMoW TopCoder challenge with a score of 765,663.  

In 2018 Buscombe and Ritchie [11] introduced a method for efficiently training deep CNNs 

(DCNNs) using conditional random fields (CRFs) with minimal manual supervision to classify natural 

landscapes. It demonstrated the approach's effectiveness in landscape-scale image classification and 

highlights its potential for accurate pixel-level classification using transfer learning, and it presented a 

workflow for efficiently creating labeled imagery and retraining DCNNs for semantic classification. The 

workflow, using MobileNetV2, achieved high classification accuracies (91 to 98%) across various 

datasets. 

In 2020, Lee et al. [12] used deep learning to classify human-induced deforestation, it found that 

U-Net outperformed SegNet in accuracy (74.8% vs. 63.3%), particularly in distinguishing forest from  

non-forest areas. By constructing precise training datasets, 13 classes were formed to distinguish forest 

and non-forest areas. The study highlights the potential of deep-learning models in analyzing 

deforestation, while acknowledging the need for more advanced algorithms and larger datasets for 

improved accuracy and broader application. Also, in 2020, Haq et al. [13] demonstrated the effectiveness 

of deep learning-based supervised image classification using unmanned aerial vehicle (UAV)-collected 

data for forest area classification. It highlighted the significant role of UAVs and deep learning in 

managing and planning forest areas threatened by deforestation. The results showed that an accuracy was 

93.28% and a Kappa coefficient was 0.8988. In 2020, Rahman et al. [14] evaluated the performance of 

ML algorithms (random forest, support vector machine (SVM), and stacked algorithms) on classifying 
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land use and land cover changes using landsat-8, sentinel-2, and planet images in rural and urban areas. 

The sentinel-2 image with SVM performed best, achieving high accuracy, aiding in monitoring fragmented 

landscapes in Bangladesh and beyond and found that its sentinel-2 imagery outperforms landsat-8 and 

planet in accuracy, with the SVM achieving the highest results when used with sentinel-2 data. In both 

Bhola (rural) and Dhaka (urban), SVM provided the highest overall accuracy (0.969 and 0.983) and Kappa 

values (0.948 and 0.968). In 2022, Gevaert and Belgiu [15] proposed landscape metrics to assess the 

similarity between training and testing images for building identification with fully convolutional 

networks (FCNs). The model trained on Dares Salaam images showed the highest generalization, while the 

Zanzibar-trained model had the lowest. The classification accuracies are lower than those in the open cities 

AI challenge due to limited training data for evaluating generalizability. This study focuses on identifying 

image similarity metrics that predict model performance rather than achieving maximum accuracy. In 

2023, Chaudhari et al. [16] explored drought prediction using satellite images and deep learning models. 

They compared EfficientNet with other CNN variants like AlexNet and visual geometry group network 

(VGGNet). It found that EfficientNet outperforms these models which achieve higher accuracy in binary 

drought classification, and found that variants of CNN are commonly used in image processing. This study 

evaluated their effectiveness for drought classification using satellite images from Kolar, Karnataka and 

EfficientNet outperforms traditional CNN models like CNN, AlexNet, and VGGNet, achieving higher 

accuracies of 0.91 to 0.94. Despite CNN's superior performance with an accuracy of 0.97, all models need 

extended training periods.  

 

 

3. TRANSFER LEARNING 

3.1.  Xception transfer learning 

The Xception model is a pre-training model on the ImageNet dataset. The model was recently 

designed as an extension of the Inceptionv3 model. It was invented by Chollet [17]. It is more robust and has 

less overfitting difficulties than current popular pre-training models like VGG16 [18].  

Xception model is based on the principle of depth-wise separable convolution instead of classic 

convolution. The depth-wise separable convolution passes through two stages that are applied in reverse 

manner. First stage called depth wise convolution which does not apply a convolutional filter to all channels 

at the same time, but rather applies it to each input channel for reducing computations and memory space 

used. Second stage called Pointwise convolution which integrate the first stage depth wise convolution output 

over all channels by using a 1×1 convolution [19].  

According to Figure 1, the Xception architecture consists of three primary parts. The first called 

entry flow, which is where the data is first processed. The data is subsequently sent via the middle flow, 

which is repeated eight times, and lastly through the exit flow.  

 

 

 
 

Figure 1. Xception architecture 
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Figure 1 showed that three blocks consist of convolution layers with a number of rectified linear unit 

(ReLU) and max-pooling layers between them. The entry flow block consists of eight convolution layers, 

while the middle flow block consists of 24, and finally the exit flow block consists of four convolution layers. 

After that, the global average pooling layer followed the convolution layers to convert to the fully connected 

layer which reduced the number of parameters.  

 
3.2.  DenseNet201 transfer learning 

It is a transfer learning model trained on the ImageNet dataset and built on the CNN principles.  

It was proposed by Huang et al. [20] and was utilized in various major fields of artificial intelligence, 

including object detection and classification, due to its capacity to reuse features and reduce the problem of 

vanishing gradients, as well as its usage of a limited number of features. DenseNet201 relies on a simple 

strategy, which is to connect all layers in a feed-forward way so that each layer is fed from all previous layers 

and also passes its feature maps to subsequent layers [21]. DenseNet201's key components are dense blocks 

and transition layers (see Figure 2).  

 

 

 
 

Figure 2. DenseNet201 architecture 

 
 
The fundamental feature of the model network is dense blocks, which are made up of several 

bottleneck layers. Information from each layer is connected via the dense connection mode inside the dense 

block, guaranteeing that the output size remains consistent throughout. DenseNet controls the amount of 

channels using bottleneck layers, transition layers, and a growth rate [22].  

 
 

4. MACHINE LEARNING  

4.1.  Naïve Bayes algorithm 

It is named NB because the computations of the probability for each class are reduced to make its 

computation tractable. It is famous in multiclassification domain. NB classifiers rely on Bayesian 

algorithms [23]. These are based on Bayes' theorem, an equation that describes the relationship between 

the conditional probabilities of statistical data. In Bayesian classification, we want to know the probability 

of a label given some observable characteristics [24]. In other words, it explains the likelihood of an event 

occurring given on past knowledge of the occurrence of another event. To make the forecast, compute 

P(A|B), which is the likelihood of A occurring if B is true. Furthermore, P(B|A) represents the likelihood 

of B occurring if A is true. P(B) and P(A) are the probability of seeing one without the other, as illustrated 

in (1) [25].  

 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴) 𝑃(𝐴)

𝑃(𝐵)
 (1) 

 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 4, August 2025: 2964-2978 

2968 

4.2.  Decision tree algorithm 

In public life, while considering a specific topic and making a decision, one must carefully 

consider all of the advantages and downsides of the option or the alternatives available. Similarly, in ML, 

DT do the same function with more precision, taking into account all relevant variables to make the 

optimal decision [26]. DT are a powerful tool utilized in a variety of domains, including classification, 

image processing, and pattern recognition [27]. It may be used as statistical processes to discover data, 

extract text, identify missing data in a class, enhance search engines, and has a variety of medicinal uses 

[28]. It consists of root nodes (top nodes), branches (links), and leaf nodes. In a DT, testing takes place on 

the interior nodes, and the output is performed on the leaf nodes. Each node represents a feature, each 

branch is accountable for the decision, and each leaf displays the result. The way DT work is that, each 

internal node divides the dataset into subsets depending on a feature criterion. The objective is to make the 

subsets as pure as possible, which means they should only include data points from the same 

categorization class. The most criterion functions in DT used are: Gini index and entropy measures. When 

an element is randomly classified according to the distribution of labeled in the set, the Gini index 

measures the probability of incorrectly classifying that element. 

 

4.3.  K-nearest neighbors algorithm  

KNN is a widely used supervised ML algorithm, particularly effective for classification and 

regression tasks. The fundamental principle behind KNN is that similar instances are likely to exist close to 

each other within the feature space, allowing for the categorization of new samples based on their proximity 

to already classified data points (neighbors) [29]. The most common distance metrics used in KNN include 

Euclidean distance, Manhattan distance, Minkowski distance, cosine similarity, and correlation [29].  

Among these, Euclidean distance is particularly well-known and is mathematically defined as the straight-

line distance between two points in a multidimensional space. 

 

4.4.  Light gradient boosting machine  

Gradient boosting machines (GBMs) are a type of ensemble learning method that construct an 

additive model from simple DT. These trees, which are not highly optimized individually, are then combined 

by optimizing a loss function, leading to stronger predictive performance [30]. LightGBM offers faster 

training speeds and greater efficiency than many other algorithms. This is primarily due to its histogram-

based approach, which buckets continuous feature values into discrete bins, thereby accelerating the training 

process. LightGBM uses a leaf-wise algorithm to grow trees vertically, selecting the leaf that most reduces 

the loss for splitting. To optimize training, LightGBM employs a technique called gradient-based one-side 

sampling (GOSS), which focuses on data instances with larger gradients, assuming that instances with 

smaller gradients are already well-trained and can be ignored.  

 

 

5. RESEARCH METHODOLOGY 

The proposed methodology consisted of many steps: pre-processing and feature, followed by 

classification process using both traditional and state of art ML techniques like: DT, NB, KNN, LGBM, and 

ensemble voting. Figure 3 shows the workflow of the proposed methodology which applied on Windows 10 

and 4-core CPU with a processing speed of 2.00 GHz. Memory capacity of 16.0 GB. 

 

5.1.  Description of dataset 

The proposed models were tested on two SRSI datasets for generalization purposes. The first dataset 

was taken from the Kaggle website and consists of (4,131) images classified into only three classes  

(desert, green_area, and water). The second dataset is similar to the first dataset, but it includes extra data 

from several sources such as the Kaggle website [31], NASA [32] and Nimbo [33] to balance three classes. 

The total number of images was (6,900) images over three classes. The data was split into 80% training and 

20% testing.  

 

5.2.  Image pre-processing 

Preprocessing is an essential step for finding relevant features in SRSI and ensuring that the data is 

ready for certain kind of analysis. Figure 4 depicts many procedures that were performed to digital images: 

‒ Resize images: It is a vital step in ensuring that all images are uniform and of equal size. 

Furthermore, lowering the number of pixels in images will minimize the number of processors and 

memory required. In this work, the resize function in Python was used to uniformly scale the images 

to 150 width * 150 heights. 



Int J Artif Intell  ISSN: 2252-8938  

 

Enhancing traditional machine learning methods using concatenation … (Rafal Nazar Younes Al-Tahan) 

2969 

‒ Image transform: OpenCV is a popular Python library for digital image processing. This library 

includes (cvtColor function), which converts images from BGR color space to RGB for clarity and 

simple display using the matplotlib library. 

‒ Canny detection: The critical edges of the SRSI were highlighted and precisely analyzed using the 

canny edge approach [34].  

‒ Bounding box: It is an essential annotation approach for digital images. An abstract rectangle serves as 

both an item discovery tool and a reference point for images. 

‒ Cropping image: The technique of eliminating unnecessary white regions and edges from SRSI in order 

to identify the edges with the most relevant elements.  

‒ Normalization: It is a common image processing technique that changes the intensity range of pixels to 

between 0 and 1. It is a common function to convert an input image into a range of pixel values that are 

more pleasant to the human eye.  

 

 

 
 

Figure 3. Workflow of proposed methodology 

 

 

 
 

Figure 4. Pre-processing image 
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5.3.  Feature extraction 

Pre-trained models (Xception and DeneseNet201) were used to extract features from SRSI datasets 

by passing them through numerous convolutional layers of two pre-trained models, resulting in 2D matrices 

with frozen weights and removing the output layer. The characteristics of Xception transfer learning like 

depth wise convolution and pointwise convolution were applied to decrease computing processes in feature 

extraction. Also, DeneseNet201 connects all layers such that each layer receives input from all previous 

layers while also passing on feature maps to subsequent layers. Therefore, it reduces the problem of 

vanishing gradients. The concatenation process will combine the outputs of the two models in order to train 

these matrices for classification using traditional and state of art ML approaches. So, concatenation process 

achieved multi model learning and high-quality representation. Figure 5 shows features extracted by two 

transfer learning. 

 

 

 
 

Figure 5. Feature extraction after concatenate two transfer learning 

 

 

5.4.  Classification process 

In this work, traditional and state of art ML methods (DT, NB, KNN and LGBM) were used to 

classify SRSI dataset and achieve best results. Furthermore, an ensemble voting technique was applied 

among three traditional ML (DT, NB, KNN) to increase the performance of model. These four ML methods 

are more sensitive to relevant data, can scale with large data, is non-parametric, meaning it can adapt to the 

data and does not assume a fixed model form, can interpret and extract the importance of a feature, and can 

handle both categorical and numerical data. On the other hand, the hyperparameters of methods  were 

optimized by using grid search algorithm because it includes cross-validation, which divides the data into  

k-folds for training and others for evaluation, and then repeats the process to ensure that each part of the data 

is used at least once in training and evaluation. In this study, value of k-folds was 10. Table 1 displays the 

important hyperparameter values.  

Tuning hyperparameters are a way to avoid problems related to overfitting and underfitting. When 

hyperparameter values are low, the model is unable to distinguish between the data during the training and 

testing stages, resulting in underfitting. Increasing hyperparameter values leads to an overfitting and 

complicated model. So, in this work a grid search method is employed to provide balanced results with fine-

tuning essential hyperparameters. 
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Table 1. Hyperparameters optimization 
Models Hyperparameters 

LGBM num_leaves=30, n_estimators=100, max_depth=7 

DT Max_leaf_nodes=20, max_depth=10 

NV Var_smoothing=le-9 

KNN Nn_neighbors=5, leaf_size=30 

Ensemble voting Voting=’soft’, n_jobs=-1 

 

 

6. PERFORMANCE EVALUATION 

After developing the models, their performance was evaluated using a variety of measures, 

including accuracy, recall, precision, f1-score and receiver operating characteristic (ROC)-area under the 

curve (AUC). Accuracy measures classification task performance by counting the number of correctly 

evaluated instances across all data samples. Recall is a useful quantity measure for detecting model errors. 

While precision is a quality metric that refers to the percentage of correctly identified positive instances.  

The f1-score is a metric intended to strike a compromise between precision and recall. Finally, 

AUC-ROC is a classification measure that determines how well a classifier distinguishes between classes at 

various thresholds. It demonstrates the trade-off between specificity and sensitivity in testing that yield 

numerical findings instead of a binary positive or negative conclusion. The AUC-ROC (decision thresholds) 

gives the best cut-off for both sensitivity and specificity. The ROC curve for each class is displayed both the 

true positive rate and false positive rate. When the AUC value for each class is 1.0, it implies perfect 

discrimination, whereas 0.5 shows no discrimination i.e (random guessing). These metrics are expressed as 

follows in (2) to (5) [35]: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 (5) 

 

 

7. RESULTS AND DISCUSSION 

7.1.  First dataset (satellite images)  

Figure 6 shows the AUC-ROC of ML models (first dataset). It was noted in Figure 6(a), that  

ROC-AUC metric of the LGBM algorithm has achieved the highest percentage, which is 100% due to 

LGBM decreases the cost of loss by splitting the tree into leaves rather than at the depth level employed in 

prior boosting methods. Moreover, it follows parallel learning using large data to speed up the data training 

process. Unlike the NB algorithm in Figure 6(b), which achieved the lowest percentage 62% among the 

mentioned methods because it relies on the assumption that the features are classifying data sets with 

complex hierarchical structures. As for Figures 6(c) to 6(e), they achieved best independent, and thus the 

model’s predictions may be inaccurate, in addition to its being unsuitable for results in the AUC-ROC and 

classify sample classes. 

Figures 7 display the confusion matrix of SRSI classification to show more about the results and 

how they change across three classes in five models. The confusion matrix shows how difficult it is for the 

five models to choose between three different classes (desert, green_area, and water). It is a numerical table 

that illustrated where there is confusion on a classifier. It is designed to link predictions to the original classes 

to which the data belongs. It is used in supervised learning for calculating a variety of metrics in addition to 

accuracy. A confusion matrix created for the same test set of a dataset but using various classifiers may also 

assist analyze their relative strengths and weaknesses and draw recommendations about how to combine 

them for best performance.  

Also, in Figure 7(a), It was noticed that diagonal elements represent the correct predictions, so the 

LGBM model classified the higher values, indicating that the model is better at predicting this specific class. 

While a few off-diagonal values were observed, showing that the model LGBM succeeded in not mixing 

between the class samples. In Figure 7(b), the NB model classified the lowest diagonal values, indicating that 

the model is poor at predicting these specific classes. However, it showed high off-diagonal values, implying 

that the model confused class samples or failed to capture the necessary distinctions between these classes. 

As for Figures 7(c) to 7(e), they achieved moderate and good results and classify sample classes.  
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In Table 2, it was noticed that accuracy, precision, recall and f1-score metrics of the LGBM model 

are better than the other models, which means that the LGBM succeeds in predicting more positive samples 

(SRSI) than the other model. However, the NB model was not lucky in predicting correct samples and 

achieved poor results compared to the rest of the other models because it is inadequate for categorizing 

datasets with complicated hierarchical structures. As a consequence, the outcomes of traditional models  

(DT, KNN, and NB) have been improved by employing ensemble voting, which combines the strengths of 

each model while reducing the influence of faults in other models. In other words, it relies on merging the 

findings of several models to obtain high performance and accuracy. 

 
 

  
(a) 

 

(b) 

 

  
(c) 

 
(d) 

 

 
(e) 

 

Figure 6. AUC-ROC of ML models (first dataset) for, (a) LGBM, (b) NB, (c) KNN, (d) DT, and  

(e) ensemble voting 
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(a) 

 

(b) 

 

  
(c) 

 

(d) 

 

 
(e) 

 

Figure 7. Confusion matrix of ML models (first dataset) for, (a) LGBM, (b) NB, (c) KNN, (d) DT, and  

(e) ensemble voting 

 

 

Table 2. Evaluation metrics of ML models (First dataset) 
Evaluation metrics LGBM DT NB KNN Ensemble voting 

Precision 0.99 0.93 0.57 0.96 0.96 

Recall 0.99 0.93 0.50 0.95 0.96 

F1-score 0.99 0.93 0.48 0.96 0.96 

Accuracy 0.99 0.93 0.50 0.95 0.96 

 

 

7.2.  Second dataset (data collected from multiple sources) 

Figure 8 shows the AUC-ROC for ML models (second dataset). According to Figure 8(a), LGBM 

outperformed other models in AUC-ROC with a score of 100%. In Figure 8(b), NB had the lowest  

AUC-ROC value in the second dataset, about 70%, but it outperformed the first dataset due to the large data 
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and consequently the increased number of features provided by the Xception and DeneseNet201 techniques. 

Whereas the other models in Figures 8(c) to 8(e) performed well but not like LGBM. 

 

 

  
(a) 

 

(b) 

 

  
(c) 

 

(d) 

 

 
(e) 

 

Figure 8. AUC-ROC for ML models (second dataset) for, (a) LGBM, (b), NB, (c) KNN, (d) DT, and  

(e) ensemble voting 

 

 

Figure 9 shows the confusion matrix of ML models (second dataset). Figure 9(a), displays that the 

LGBM model identified the higher values (diagonal elements), showing that the model is more accurate at 

predicting this specific class. A few off-diagonal values were found, implying that the model LGBM was 

successful in preventing mixing or resemblance between the class samples. Figure 9(b) shows that the NB 

model fails to accurately forecast the lowest diagonal values. However, it displayed large off-diagonal values, 

implying that the model misidentified class samples or failed to capture the required differences between 

them. Figures 9(c) to 9(e) show moderate and good performance in the confusion matrix and classifying 

sample classes.  
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(a) (b) 

  

  
(c) (d) 

  

 
(e) 

 

Figure 9. Confusion matrix of ML models (second dataset) for, (a) LGBM, (b), NB, (c) KNN, (d) DT, and  

(e) ensemble voting 

 

 

In Table 3, it is illustrated that accuracy, precision, recall and f1-score metrics of the LGBM model 

are better than the other models (DT, KNN, and ensemble voting), which means that the LGBM succeeds in 

predicting more positive samples than the other model. We also notice that DT in the first dataset achieved 

better results than the second because as data grows, trees become complex and suffer from overfitting, and 

too many splits lead to scattered, local branches with incorrect predictions that may not capture global 

patterns in large datasets. However, the NB model was not lucky in predicting correct samples and achieved 

poor results compared to the rest of the other models because it is inadequate for categorizing datasets with 

complicated hierarchical structures, but it achieved better results in the second data set than the first due to 

increasing the number of features.  
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Table 3. Evaluation metrics of ML models (Second dataset) 
Evaluation Metrics LGBM DT NB KNN Ensemble Voting 

Precision 0.99 0.84 0.71 0.92 0.91 

Recall 0.99 0.83 0.61 0.92 0.91 

F1-score 0.99 0.83 0.60 0.92 0.91 

Accuracy 0.99 0.83 0.60 0.92 0.91 

 
 
Finally, this study examined a comprehensive relationship between ML method with transfer 

learning, and LGBM method tended to have higher proportion of AUC-ROC, accuracy, confusion matrix and 

other performance metrics than other (DT, NB, and KNN) models in two datasets. Also, the results of the 

work were compared with a previous study [10] which used the first dataset (SRSI). Table 4 showed the 

hybrid model proposed in this paper outperformed the previous study.  

 

 
Table 4. Comparison with previous work 

Paper Total accuracy F1 score 

Pritt and Chern [10] 0.83 0.797 

Proposed hybrid transfer learning+LGBM 0.99 0.99 

 
 

8. CONCLUSION 

Detecting desert regions is critical; decreasing them and promoting sustainable agriculture is even 

more vital. Therefore, in this study, a number of ML methods were improved by hybridizing them with 

pretraining methods to achieve a high-level and multi-feature model at the same time. Two transfer learning 

(Xception and DeneseNet201) were used, and the extracted features were concatenated and then entered into 

ML methods (LGBM, DT, KNN, and NB). Also, a tuning of important hyperparameters for ML methods was 

done using grid search algorithm. In addition, an ensemble voting was applied to enhance the results of ML 

algorithms (DT, NB, and KNN). The models were evaluated on two datasets, the first SRSI taken from the 

Kaggle website and the second collected from several different websites. In two datasets, recent observations 

indicate that hybrid LGBM with transfer learning outperformed traditional and ensemble voting methods by 

99% in accuracy, precision, recall, and f1-score, and by 100% in AUC-ROC. Future studies may investigate 

drought, rainfall, humidity, and temperature factors can be used as a dataset to predict natural areas. 
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