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 Over the past few decades, wildlife monitoring has become an active 

research area. Various topics like animal-vehicle collision, human-animal 

conflict, animal poaching, population demography, and tracking of animal 

behaviour come under wildlife monitoring. Different methods have been 

used for wild animal monitoring, out of which machine learning (ML) and 

deep learning (DL) are widely used for automatic detection and 

classification of species from digital images. Both ML and DL have their 

advantages and disadvantages. A hybrid model has been proposed by 

integrating the advantage of DL and ML to detect and classify animals 

automatically. Publicly available datasets of five wild animals are used to 

train the model, and for testing the model, a dataset is created by capturing 

the images with the help of a camera and mobile device in different locations 

and under various environmental conditions. Two approaches are proposed 

using a hybrid model: a pre-trained dense convolution neural network 121 

(DenseNet121) model is used in the first approach, and a finetuned 

DenseNet121 model is used in the second approach for feature extraction. 

Extracted features from the pre-trained and finetuned DenseNet121 model 

are fed into ML classifiers such as extreme gradient boosting (XGBoost), 

random forest (RF), and naïve Bayes (NB) for classification. When the 

performance was analysed, the second approach performed better than the 

first. 
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1. INTRODUCTION 

The human population is increasing significantly yearly, resulting in faster natural resource 

consumption. In addition to the rapid growth of population, urbanization, pollution, hunting, poaching, and 

climate change threaten the survival and habitats of wildlife, particularly wild animals. Many national and 

international organizations like the World Wide Fund for Nature-India (WWF-India), the Wildlife Trust of 

India (WTI), the International Union for Conservation of Nature (IUCN), the Wild Life Conservation Society 

(WCS), the World Wildlife Fund (WWF), Conservation International (CI), and Fauna and Flora 

International, work with the government and law enforcement to maintain balanced biodiversity by 

protecting the species and its habitat. Earlier, wild animals were monitored with the help of direct 

observation, data records, and acoustic devices. It was very time-consuming. Nowadays, wild animal 

detection from camera trap images and videos plays a vital role in monitoring their distribution. Detection of 

https://creativecommons.org/licenses/by-sa/4.0/
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wild animals from digital images is difficult due to complex and ever-changing environments like lighting, 

weather conditions, and cluttered backgrounds [1]. There are several approaches to monitoring wild animals, 

among which machine learning (ML) and deep learning (DL) techniques have become popular in animal 

detection and classification. 

In recent years, computer vision systems have developed a lot because they attempt to train the 

computer to perform actions similar to humans by recognizing patterns. ML, a subset of computer vision, has 

gained attention in medical diagnosis, agriculture, robotics, object recognition and classification, speech 

recognition, and stock market trading. In the field of wildlife monitoring, manually identifying the species is 

a very time-consuming and difficult task. Where with the help of ML algorithms, this task becomes easy so 

that animals can be monitored efficiently; thus, we can prevent human-animal conflict, human-vehicle 

collision, animal theft, and protect the agriculture field from wild animals. Conventional ML involves the 

following steps for detection and classification: preprocessing to improve the image quality, segmentation to 

break the image into a discrete group of pixels, feature extraction, and classification. Where ML requires 

separate algorithms for feature extraction and classification. Feature extraction plays a crucial role in 

improving the accuracy of the ML model. The feature can be binary, categorical, numerical, textual, or 

ordinal [2]. Different techniques are used to extract the features, such as locally linear embedding (LLE), 

autoencoders, principal component analysis (PCA), non-negative matrix factorization (NNMF), local binary 

pattern (LBP), and singular value decomposition (SVD). The extracted features are used for classification. 

Classification is a supervised ML method, and various algorithms are used for classification. Some of them 

are support vector machine (SVM), naïve Bayes (NB), extreme gradient boosting (XGBoost), random forest 

(RF), logistic regression (LR), decision tree (DT), and k-nearest neighbour (KNN). 

DL, a subset of ML, gained a lot of attention in the early 2000s for its improvement in the 

performance of predictive models. DL algorithms can handle almost any type of data, but solving complex 

problems requires a large amount of data and processing power. Different DL algorithms exist, and 

convolutional neural networks (CNN) are the most commonly employed for object detection and 

categorization. Identifying and classifying wild animals from digital images is a challenging task because 

most of the images contain highly cluttered background environments with inappropriate poses of animals. In 

addition to this, images include large aerial data, and most of the time, these images are fuzzy. Even with 

these lot constraints, CNNs can accurately classify and locate wild animals in an image because of their 

capacity to analyze information directly from raw data and automatically extract the complex features from 

the previous layer, which are combined and passed to the next layer using convolutional operations. In recent 

years, pre-trained DL model architectures and transfer learning approaches have played a significant role in 

object detection, localization, and classification [3]. The most considerable advantage of DL over ML is that 

it eliminates the need for handcrafted features during the training of the dataset. Even though DL has a lot of 

advantages, it also has its challenges. First, it is greedy for datasets and requires a relatively considerable 

amount of data compared to ML to train the model because the number of learning parameters is very high. 

The second and most crucial part is tuning the hyperparameter because it affects the model's accuracy. 

Compared to ML models, DL models take considerable time to find the optimal setting [4]. Features 

significantly impact the performance of both ML and DL models, where feature extraction and selection 

require domain knowledge in ML. In contrast, in DL, feature extraction is performed automatically by 

considering DL and ML advantages and disadvantages. 

In this research, a hybrid model is proposed by combining the strengths of both DL and ML models 

to monitor the wild animals because wild animal monitoring is used in a variety of applications such as wild 

animal intrusion detection to farm fields, industrial areas, residential area, prevent animal pouching, to 

maintain population demography of wild animal so that it helps to prevent the animal from becoming 

endangered, and avoid collision between vehicle and wild animal. In the hybrid model, two approaches are 

used in the first approach after preprocessingfeatures are extracted using the pre-trained DenseNet121 model, 

and those features are fed to ML classifiers to perform classifications [5]. In the second approach, finetuning 

is performed on the pre-trained DenseNet121 model, which is used for feature extraction. Those features are 

fed to ML classifiers to perform classifications. The hybrid approach helps to increase the interpretability of 

the classifications made by the ML classifiers [6]. In addition to this, the hybrid model performs well in 

different domains on low-volume and high-dimensional datasets, which can be seen in the literature review 

section. 

 

 

2. LITERATURE REVIEW 

In digital image classification tasks, better features always result in better categorization. Previously, 

several techniques were employed for feature extraction, such as PCA, scale invariant feature transform 

(SIFT), linear discriminant analysis (LDA), histogram of oriented gradients (HOG), and speed robust feature 
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(SURF). ML provides various supervised classifier algorithms that are used to categorize the data into a 

predefined category based on the feature. DL and transfer learning has grown in prominence in feature 

extraction and classification in recent years. 

Kotwal et al. [7] proposed a model that combines DL and ML to classify microscopic bacterial 

images. They considered a dataset of 200 images of four bacterial species, with 50 images from each species 

for experimentation. Two data preprocessing techniques are used: resizing is used to maintain the uniformity 

of the dataset by resizing all the images in the dataset to 128×128, followed by augmentation techniques like 

right and left rotation, cropping, flipping, and scaling to increase the dataset to 2000. Here, a LBP, HOG, 

residual network 50 (ResNet-50), and visual geometry group 16 (VGG-16) are used for feature extraction. 

Five ML algorithms, such as KNN, NB, DT, SVM, and RF are used for classification. The best accuracy 

performance was achieved when VGG-16 features with an SVM classifier were used. 

Sarizeybek and Isik [8] put forth a hybrid model to classify the ten different cattle species. The 

custom dataset was used for experimentation, with an average of 350 images of each species. Here, data 

preprocessing techniques were used to resize the images to 224×224. The seven different augmentation 

techniques were used for upsampling the data, and the synthetic minority oversampling technique (SMOTE) 

algorithm was used to solve the multiclass imbalance problem. The VGG-16 model was used for feature 

extraction, and supervised ML algorithms like RF and XGBoost were used for classification. The model 

achieved the highest accuracy when VGG-16 and RF combinations were used. 

Mavaie et al. [9] propose a hybrid model in which features extracted from a deep network are fed 

into a non-DL method to classify low-volume, high-dimensional data. For experimentation purposes, they 

made use of six different datasets. A pre-trained DL VGG model was used for feature extraction, and non-DL 

models like XGBoost and SVM was used for classification. The research's main objective was to identify the 

layer in the DL model that is best for feature extraction. From experimentation, they noticed that features 

extracted from higher levels lead to more accurate classification. 

Celik and Inik [10] proposed a brain tumor detection and classification model using DL and 

optimized ML algorithms. For experimentation purposes, 7,023 MRI images from three publicly available 

datasets, BrH35, SARTAJ, and Figshare, were resized after dataset collection to provide sufficient input size. 

The authors proposed a hybrid model composed of a CNN model for feature extraction and a hyper-tuned 

machine ML algorithms such as DT, NB, SVM, and KNN for classification. Hyper-tuning was performed 

using a Bayesian optimization algorithm. 

Al-Badri et al. [11] proposed a model to classify rumex obtusifolius is present in the grassland. Two 

standard datasets are used for experimentation purposes. Dataset 1 consists of 900 images and dataset 2 

consists of 677 images. Several image sizes were compared, and it was identified that the proposed model 

provided the optimal solution when the size was 224×224. To avoid overfitting, augmentation and resizing 

were performed. The hybrid model consists of three CCN extractors, which serve as the backbone  

during classification. The extractors are VGG-16, ResNet-50, and Inception-v3. Each variable is passed 

through three extractors, and the output of the three extractors is fed to the ensemble model. The ensemble 

model selects the output with high accuracy and a low error rate. The proposed model helps increase 

classification accuracy by overcoming overlapping, occlusion, and illumination effects common in real-world 

images. 

Natarajan et al. [12] proposed a hybrid model to send an alert message to the end user based on the 

activity of wild animals. About 45 K images of eight wild animals were taken from publicly available datasets 

such as the wild animal datasets, CDnet, camera trap, and hoofed. All the images were resized to 224×224, and 

denoising was performed on the rescaled images. The hybrid model is the integration of the bidirectional long 

short-term memory (Bi-LSTM) framework and VGG-19. The hybrid model achieves good accuracy and helps 

protect wild animals and humans during conflict by sending an alert message to the end user. 

From the several state-of-the-art works, we can see that most of the researchers have used ML, DL, 

and few attempted for hybrid approach for detection and classification. However, keen observation leads to 

identifying the gaps, such as the majority of work being done using publicly available datasets, which have 

fewer constraints due to limiting challenges while dealing with datasets. Based on our literature survey, we 

have come to know that not a considerable amount of research has been carried out for the detection and 

classification of wild animals. Even the work carried out so far in the relevant areas has considered workflow 

using pre-trained DL models being used for feature extraction and most hybrid approaches being used in the 

medical field, compared to other fields. However, in the proposed method, the hybrid approach is used for 

wild animal monitoring. Instead of using a publicly available dataset for both training and testing, it is used 

only to train the model and to test the model-created datasets, which are captured in real-time at different 

locations used and compare the model accuracy by using both pre-trained DL and fine tunned DL model in 

terms of accuracy. 
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3. MATERIALS AND METHOD 

The primary goal of the hybrid model is the accurate detection and classification of wild animals 

from the digital image. Here, a DL model is used for feature extraction, and ML algorithms are used for 

classification. Figure 1 shows the workflow of the proposed system which involves five steps that are 

discussed in detail in this section. 

 

 

 
 

Figure 1. Workflow of the proposed system 

 

 

3.1.  Dataset 

A dataset of five wild animals, such as bears, deer, lions, tigers, and elephants, is used for 

experimentation. For training purposes, datasets are collected from Images.cv, Kaggle, and Google, and for 

testing purposes, the data has been captured in real-time using a camera and mobile in different locations like 

Bannerghatta National Park, Mudumalai National Park, Sakrebyle elephant camp, Sri Chamarajendra 

Zoological Gardens, Bandipur Safari, Kabini Wildlife Safari, Lion and Tiger Safari, and zoo at Shivamogga. 

The classification model should deal with real-life scenarios; hence, the dataset for testing is collected in a 

different location, which includes a range of challenges, like different backgrounds, different postures of 

animals, and different brightness levels due to various weather conditions. 

 

3.2. Preprocessing 

Classification performance depends critically on the dataset's quality, and preprocessing helps to 

improve the dataset's quality. The proposed model uses four data preprocessing types: resizing, 

normalization, augmentation, and one hot encoding. The critical step in preprocessing is resizing. The CNN 

model demands a fixed input size; all the images in the entire dataset should be the same size. Image size 

affects both training time and accuracy. Here, we resized whole images in the dataset to 300×300. 

Normalization ensures that every input pixel has a similar data distribution. Normalization transforms the 

original image pixel into a range between 0 to 1. Thus, it accelerates the training process, improves 

convergence speed, and enhances performance. Since colored images are considered for the classification 

problem, each input pixel will range from 0 to 256. A side from 0, the range of pixel values is 255. 

Normalization was performed on training and testing datasets by dividing all the input pixels by 255. The 

imbalance in the data set affects the model's performance by causing overfitting. So, it is necessary to 

increase the original dataset quantity synthetically, which is achieved with the help of augmentation. The two 

primary categories of data augmentation are color transformation and geometric transformation. The 

geometric transformation modifies the pixel locations. On the other hand, color transformation changes the 

pixel values in the image. In the proposed method, geometric transformations like rotation, horizontal 

flipping, shear range, and zoom range are applied to increase the training dataset. 

 

3.3.  Deep learning model 

The DL model improves accuracy but requires a larger dataset and training time. Transfer learning 

is commonly used to address this problem. The strategy of the transfer learning approach is that it transfers 

the gained weights, or knowledge of the model, which was pre-trained on the large labelled dataset, to the 

related task. Thus, it provides a shortcut to decrease the computation time through the random initialization 

of weights [13]. Recent studies have shown that even when the dataset is small, model performance has 

improved with the help of transfer learning [14]. The proposed method DL model, such as dense convolution 

neural network 121 (DenseNet121), is used for the feature extraction. 

 

3.3.1. DenseNet121 

A DenseNet was proposed by Huang et al. [15], to improve performance by overcoming the 

problem of vanishing gradients. Its accuracy was compared on numerous state-of-the-art image classification 

datasets, such as CIFAR-10, ImageNet, SVHN, and CIFAR-100. Different variants of DenseNet and 

DenseNet121 were used for experimentation. DenseNet121 comprises 121 layers with about 8 million 

parameters. The DenseNet121 architecture is divided into a dense block and a transition layer to facilitate 
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feature concatenation and downsampling. The architecture of DenseNet121 is shown in Figure 2. The input is 

fed to a 7×7 convolution layer with stride 2, followed by a 3×3 max pool layer for dimensionality reduction 

with stride 2. The output of pooling layer is fed to a dense block. 

 

 

 
 

Figure 2. Architecture of DenseNet121 

 

 

3.3.2. Dense block 

DenesNet121 is comprised of four dense blocks with different numbers of layers, such as 6, 12, 24, 

and 16 layers [16]. The number of filters between dense blocks varies, while the feature map's size remains 

constant. After computing the nonlinear operations like batch normalization, rectified linear unit (ReLU), and 

convolution, the resulting feature maps of each layer are sent as inputs to succeeding connected layers. Each 

dense block's last layer will have the feature map's concatenation. If there are L layers as in (1), the Lth layer 

receives the feature map from all preceding layers. 
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𝑌𝐿 = 𝐻𝐿[𝑦0, 𝑦1, 𝑦2, … 𝑦𝐿−1] (1) 

 

Where y0, y1, y2, … yL represents the input, [y0, y1, y2, ... yL-1] represent the concatenation of input, and HL is 

defined as a composite function that applies sequential operations as shown in the content of each denseblock 

in Figure 2. 

Even if each layer produces only k feature maps as output. There may be many inputs for future 

layers. A 1×1 convolution layer is added as a bottleneck layer before each 3×3 convolution in the dense block 

to boost computational efficiency and speed. 

 

3.3.3. Transition layer 

There are three transition layers in the DenseNet121 architecture to perform downsampling [17]. 

Each transition layer consists of batch normalization, ReLu activation function, and a 1×1 convolutional 

layer, followed by a 2×2 average pooling layer. They are placed between dense blocks to reduce the feature 

map size, a crucial component of convolutional networks. 

 

3.3.4. Fully connected layer 

It is the last layer of the DenseNet121 architecture. When the input is a binomial probability 

distribution, it uses the sigmoid function, or when the input is a multinomial probability distribution, it uses a 

SoftMax function for classification. SoftMax function is shown in (2). 

 

S(𝑧)𝑖 =
𝑒Zi

∑ 𝑒Zj𝑛
𝑗=1

 (2) 

 

The input to the SoftMax function is the output of the last hidden layer, a vector of a real number.   
𝑒Zi represents the standard exponential function of the input vector, 𝑒Zj represents the standard exponential 

function of the output vector, n represents the number of classes in a multiclass classification problem. The 

exponential function in the numerator acts as a nonlinear function, which is normalized by dividing it by the 

sum of the exponential function in the denominator. The output of the SoftMax function is in terms of 

probability. 

 

3.4.  Machine learning classification algorithms 

ML algorithms are used for different purposes, like regression, classification, and prediction.  

The algorithms are chosen based on the type of task. Since we are using ML for classification purposes, this 

section discusses the classifier algorithms used in experimentation. 

 

3.4.1. Random forest 

RF is a supervised ML algorithm based on ensemble learning used in regression and classification 

problems. A RF comprises multiple DT to solve the problem of overfitting, which usually occurs in a single 

DT. RF combines randomized feature selection and bagging techniques to build an extensive collection of 

de-correlated DT. Let M and k represent the training dataset's data instances and features. Each DT in the 

ensemble is trained on a new dataset built by randomly sampling m instances and randomly selecting k'<k 

features [18]. Each node will be tested during the tree's growth to see if it is pure or impure for further 

splitting. Pure nodes will not be divided further, while impure nodes will be divided further [19]. Entropy and 

Gini index are two methods used to check the purity of the node, which is shown in (3) and (4). 

 

𝐸 = ∑ −𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖
𝑁
𝑖=1 ) (3) 

 

𝐺 = 1 − ∑ (𝑝𝑖)2𝑁
𝑖=1  (4) 

 

Where 𝑁 represents the number of classes, 𝑝𝑖represents the relative frequency of the class. 

Usually, the Gini index is preferred over entropy since entropy uses a logarithmic function for 

calculation. Which leads to more computation time. During inference, the final prediction made by the RF 

depends on the majority of ensemble votes cast by each DT for the selected class. 

 

3.4.2. Naïve Bayes 

The NB classifier is another supervised ML algorithm based on the Bayes theorem, mainly used for 

classification. It has the name naïve because this classifier assumes conditional independence between all 

input features in the class [20]. Three primary methods are employed under NB: Bernoulli, Gaussian, and 

multinomial. Multinomial NB is used if the input feature vectors are discrete. Gaussian NB are used if the 
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input feature vectors are continuous. If the input future vector is binary, then Bernoulli NB is used. The 

Bayes theorem is represented in (5). 

 

𝑃(𝑀|𝑁) =
𝑃(𝑁|𝑀)∗𝑃(𝑀)

𝑃(𝑁)
 (5) 

 

Where P(M|N) is the probability of event M given that the probability of the event N has already occurred, 

P(N|M) is the likelihood probability, P(M) is posterior probability, and P(N) is marginal probability. 

Using the concept of Bayes theorem, the NB classifier is shown in (6). 

 

𝑃(𝐽|𝑘1, 𝑘2 … 𝑘𝑛) =
𝑃(𝐽) ∏ 𝑃(𝑘𝑖|𝐽)𝑛

𝑖=1

𝑃(𝑘1)𝑃(𝑘2)….𝑃(𝑘𝑛)
 (6) 

 

Where J is the class variable, and 𝑘1, 𝑘2 … 𝑘𝑛 is a dependent feature vector. Since the denominator remains 

constant for every record, in (6) can be can be represented by (7). In (8), Argmax is used to find the highest 

probability class. 

 

𝑃(𝐽|𝑘1, 𝑘 … . 𝑘𝑛)𝛼[ 𝑃(𝐽) ∏ 𝑃(𝑘𝑖|𝐽)𝑛
𝑖=1  (7) 

 

𝐽 = 𝑎𝑟𝑔𝑚𝑎𝑥[𝑃(𝐽) ∏ 𝑃(𝑘𝑖|𝐽)𝑛
𝑖=1 ] (8) 

 

3.4.3. Extreme gradient boosting 

As its name implies, it is based on a gradient-boosting architecture that addresses regression and 

classification problems. It uses DT as base learners and leverages regularization approaches to improve 

model generalization [21]. In gradient boosting, weights are adjusted iteratively to minimize the loss by using 

adaptive modeling, in which a DT is added one at a time. The output of a new tree is added to that of 

previous trees until the loss is reduced to a threshold or defined limit of trees. In XGBoost, the root node of 

the DT is split into only two leaves, regardless of the number of categories. Before splitting the leaf node 

further, each node's similarity score and gain are calculated. In (9) represents the similarity score where 𝜆 is a 

hyperparameter, and Pr is probability obtained by dividing the possible outcome by a number of classes. Gain 

is calculated using (10). 

 

𝑠𝑐 =
∑(𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠)2

∑ Pr (1−𝑝𝑟)2+𝜆
 (9) 

 

𝐺 = 𝑠𝑐(𝐿𝑒𝑓𝑡 𝑐ℎ𝑖𝑙𝑑 𝑛𝑜𝑑𝑒) + 𝑠𝑐(𝑟𝑖𝑔𝑡 𝑐ℎ𝑖𝑙𝑑 𝑛𝑜𝑑𝑒) − 𝑠𝑐(𝑟𝑜𝑜𝑡 𝑛𝑜𝑑𝑒) (10) 

 

XGBoost uses a technique called tree pruning to avoid overfitting problems. This technique involves 

chopping down branches of the tree that don't significantly impact the model's performance. Tree pruning is 

calculated by using the cover value [22]. The cover value gives the minimum acceptable gain of the node; 

The cover value is represented in (11). 

 

𝑐𝑣 = ∑ Pr (𝑃𝑟 − 1) (11) 

 

If the node has more gain than the cover value, then that node will be retained; otherwise, the node will be 

pruned. 

 

 

4. PROPOSED METHODOLOGY 

The proposed hybrid model for multiclass classification is shown in Figure 3. It is divided into five 

steps. In the first step, a dataset of five animals, like bears, elephants, deer, tigers, and lions, is collected from 

the publicly available dataset for training, and a test dataset is collected manually in different locations with 

the help of a DSLR camera and mobile. In the second step, preprocessing operations like resizing, 

normalization, augmentation, and one-hot encoding are applied to the training dataset. For the test dataset, all 

the preprocessing that is mentioned above is applied except for augmentation. In the third step, feature 

extraction is performed using a pre-trained DenseNet121 model and finetuned DenseNet121. In the fourth 

step, extracted features are fed to the ML classifiers such as RF, XGBoost and NB for classification. In the 

fifth step, the performance metrics are applied to evaluate the proposed model. 

To be specific, two approaches are used for feature extraction and classification. In the first 

approach, a pre-trained DenseNet121 model is used for feature extraction and ML classifiers are used for 
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classification. In the second approach, a finetuned DenseNet121 model is used for feature extraction and ML 

classifiers are used for classification. 

 

 

 
 

Figure 3 A hybrid model for multiclass classification 

 

 

4.1.  Pre-trained DenseNet121 model with machine learning classifier 

This is the first approach. In this approach, after preprocessing the dataset, the hybrid model, which 

is shown in Figure 4, is used for feature extraction and classification. With the help of the transfer learning 

approach, the pre-trained DenseNet121, which was trained on the ImageNet dataset, is utilized for feature 

extraction [23]. Since the pre-trained model is used for feature extraction, it consists of 0 trainable and 

7037504 non-trainable parameters. The output of the last layer of pre-trained DenseNet121, which is the 

global average pooling layer, is fed into ML classifiers such as RF, XGBoost and NB for classification, and 

the performance of each combination is noted. 

 

 

 
 

Figure 4. A hybrid model for classification using pre-trained DenseNet121 and ML classifiers 

 

 

4.2.  Finetuned DenseNet121 mode with machine learning classifier 

This is the second approach; here, finetuning is performed on top of the pre-trained DenseNet121 

model. Figure 5 shows the finetuned version of the model, which is discussed in Figure 4. Since the 

convolution base extracts the basic features like edges, shapes, and contracts, the convolution base is freed, 

and finetuning is performed only on the top layer [24]. In the fine-tuned model, a fatten layer is added after 

the global average pooling layer, followed by a dropout of 20%, a dense layer of size 512 with the ReLu 

activation function, a dropout of 20% and a Dense layer of 256. During experimentation, the following 

parameters were held constant: adagrad optimizer with a learning rate of 0.01, batch size of 16, dropout of 

0.2, and epochs 10. The feature extracted from the last dense layer is fed as input to the ML classifier for 

classification purposes, and the performance of each combination is noted. 

 

 



Int J Artif Intell  ISSN: 2252-8938  

 

A hybrid framework for wild animal classification using fine-tuned … (Dhanushree Vijayendrakumar) 

2091 

 
 

Figure 5. A hybrid model for classification using finetuned DenseNet121 and ML classifiers 

 

 

4.3.  Performance metrics 

Various performance matrices are used to evaluate the performance of the ML model. Multiclass 

classification is evaluated using the confusion or error matrix to assess the proposed model's performance. A 

confusion matrix is a square matrix that varies in size depending on the number of classes [25]. The diagonal 

element of the confusion matrix represents the accurate prediction of classes, while non-diagonal elements 

represent the miss classification. Various performance matrices can be defined using a confusion matrix, out 

of which precision, F1 score, recall, and accuracy are used. The following notations represent: i) true positive 

(TP): the number of positive classes in the test data is accurately classified as positive; ii) true negative (TN): 

the number of negative classes in test data is accurately classified as negative; iii) false positive (FP): the 

number of negative classes in test data is misclassified as positive; and iv) false negative (FN): the number of 

positive classes in test data is misclassified as a negative. 

‒ Accuracy: it measures how accurately the model predicts the test data. Equation (12) indicates the 

number of samples accurately predicted to the total number of samples in the test dataset. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑛𝑎𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑎𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑛𝑎𝑔𝑎𝑡𝑖𝑣𝑒
 (12) 

 

‒ Precision: the ratio of the TP to the total number of positive predictions made in the test data. In (13) 

represents the precision. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (13) 

 

‒ Recall: it is a measure of the ability of a prediction model to accurately detect the samples in the test 

dataset, and it is represented by (14). 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑎𝑔𝑎𝑡𝑖𝑣𝑒
 (14) 

 

‒ F1-score: precision and recall are used to determine the F1-score as in (15). The model performs better 

when its F1 score is higher. 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (15) 

 

4.4.  Experimental setup 

The proposed model is executed in Google Colab Pro using NVIDIA graphics processing unit 

(GPU) on the desktop. Google Colaboratory free online closed based environment which enables the training 

of ML and DL models on central processing unit (CPU), GPU, and tensor processing unit (TPU). Table 1 

shows the list of hardware and software components used for experimentation. 

 

 

Table 1. Hardware and software details 
Hardware Software 

Processor 11th generation Intel core i5 processor 

Random access memory  8GB 

Operating system  64bit 

Windows edition  10-pro 

CUDA version 12.2 
GPU name Tesla T4 

Languages Python 3.10.12 version 

Library TensorFlow, seaborn, NumPy, matplotlib, CV2, OS, Scikit-learn 
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5. RESULTS AND DISCUSSION 

The multiclass classification of 5 wild animals was proposed by combining the DL and ML models. 

The performance of two hybrid approaches compared. In the first approach, feature extraction is performed 

using a Pre-trained DenseNet121 model, and extracted features are fed into ML classifiers such as XGBoost, 

RF, and NB. In the second approach, feature extraction is performed using a finetuned DenseNet121 model, 

and extracted features are fed into ML classifiers such as XGBoost, RF, and NB. 

 

5.1.  Analysis of hybrid model (pre-trained DenseNet121 model with ML classifier) 

5.1.1. Confusion matrix 

The performance of the hybrid model is evaluated using a confusion matrix as shown in Figure 6. 

The confusion matrix is a square matrix, a plot of accurate and predicted values that displays the true and 

false predictions made by the model [26]. Each column and row represent the class name: bear, deer, 

elephant, lion, and tiger. The number of images the model precisely classifies is determined using the 

diagonal values. Figures 6(a) to 6(c) represent the confusion matrix of the pre-trained DenseNet121model 

with RF classifier, NB classifier, and XGBoost classifier. The pre-trained DenseNet121 model performs 

better with the XGBoost classifier than the RF and NB classifiers. 

 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 6. Confusion matrix of pre-trained DenseNet121model with ML classifiers of (a) RF, (b) NB, and  

(c) XGBoost 

 

 
5.1.2. Analysis of performance metrics 

Accuracy is the most often used approach for measuring a model's performance. In addition to 

accuracy, the F1 score is used as the primary component of performance evaluation. The F1 score is a 

combination of precision and recall, with precision indicating how effective the model is at identifying 

positive class samples from predicted ones. Recall is the number of positive class samples in the dataset that 

the model correctly identifies. Table 2 shows an average performance comparison of the hybrid mode. It can 

be observed that better and more stable performance is achieved when the pre-trained DenseNet121 model is 

used with the XGBoost classifier. 

 

 

Table 2. Analysis of performance metrics of the hybrid model 
Model Performance matrix 

Precision Recall F1-score Accuracy 

Pre-trained DenseNet121+RF 0.87 0.85 0.85 0.85 

Pre-trained DenseNet121+NB 0.86 0.79 0.77 0.79 
Pre-trained DenseNet121+XGBoost 0.89 0.87 0.87 0.87 

 

 

5.2.  Analysis of hybrid model (finetuned DenseNet121 model with machine learning classifier) 

5.2.1. Confusion matrix 

The confusion matrix depicts the prediction model's performance in a tabular format as shown in 

Figure 7. The diagonal members of the matrix show that the predicted classes match perfectly with the actual 

classes, whereas the off-diagonal elements represent misclassification. The performance of the classifier is 
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directly proportional to the diagonal elements. The higher the count on the diagonal, the better the classifier's 

performance. Figures 7(a) to 7(c) show the confusion matrix of the finetuned DenseNet121 model with RF 

classifier, NB classifier, and XGBoost classifier. The performance of DensNet121 with XGBoost is better 

when compared to the other two. 

 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 7. Confusion matrix of finetuned DenseNet121 model with ML classifiers of (a) RF, (b) NB, and  

(c) XGBoost 

 

 

5.2.2. Analysis of performance matrix (precision, recall, F1-score, and accuracy) 

From (13), it can be observed that FP affect precision, and from (14), it can be observed that FN 

impact recall. To evaluate the performance of a model, it is vital to consider both precision and recall, along 

with accuracy, where the F1-score is often used to balance precision and recall. Table 3 shows the average 

performance comparison of the hybrid model with average precision, average recall, average F1-score, and 

average accuracy. It can be observed that better and more stable performance is achieved when the finetuned 

DenseNet121 model is used with the RF classifier. 

The hybrid model that is proposed is not widely used in wildlife conservation but is most regularly 

used in other fields. So, authors claim that the work carried to classify the wild animal have not been done so 

far. Even if it is used in other applications, the pre-trained DL models are used for feature extraction, but in 

the proposed model, a finetuned DenseNet121 model is used for feature extraction. Most of the work on the 

hybrid model is done by using the publicly available dataset, but here, the publicly available dataset is used 

only to train the model, and for testing the model, that dataset is collected in a different location by using a 

DSLR camera and mobile phone. Since the testing dataset is collected in real-time, it includes various 

challenges such as different backgrounds, different weather conditions, and different poses of the animals. 

 

 

Table 3. Analysis of the performance matrix of the hybrid model 

Model 
Performance matrix 

Precision Recall F1-score Accuracy 

Fine-tuned DenseNet121+RF 91 90 90 91 

Fine-tuned DenseNet121+NB 89 84 84 84 

Fine-tuned DenseNet121+XGBoost 86 82 82 82 

 

 

6. CONCLUSION AND FUTUREWORK 

A hybrid approach-based classification algorithms are performed on five wild animals like bears, 

elephants, deer, tigers, and lions. For experimentations, testing datasets were created by our own visiting 

different locations like Bannerghatta National Park, Mudumalai National Park, Sakrebyle elephant camp, Sri 

Chamarajendra Zoological Gardens, Bandipur Safari, Kabini Wildlife Safari, Lion and Tiger Safari, and zoo 

at Shivamogga using DSLR cameras and mobile cameras. Whereas, for training used publicly available 

datasets stored in repository. A DL model is used for feature extraction, and ML classifiers such as RF, NB, 

and XGBoost are used for classification. The DeseNet121 model is used to extract the feature. In the first 

approach, the DenseNet121 model, which was pre-trained on the ImageNet dataset, is used for feature 

extraction, and the extracted features are fed into ML classifiers for classification. In the second approach, 

the pre-trained DenseNe121 model is finetuned on the top layer by freezing the convolutional base. It is 

observed that the XGBoost classifier performs better than the RF and NB classifiers in the pre-trained 
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approach, whereas RF performs better in the finetuned approach. When the finetuned model was used for 

feature extraction, the classifier was classified more accurately compared to pre-trained model features. In the 

future, wild animals limited to five classifications can be increased to more numbers in consideration with the 

local areas and also one can try to work for night vision images. The application once developed can be used 

for census of wild animals in forest areas and also avoid the conflict between human and animals. 
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