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ABSTRACT

Computer vision tasks often fail when applied to night images, because the mod-
els are usually trained using clear daytime images only. This creates the need to
augment the data with more nighttime image for training to increase robustness.
In this study, we consider day-to-night image translation using both traditional
image processing approaches and deep learning models. This study employs
a hybrid framework of traditional image processing followed by a CycleGAN-
based deep learning model for day-to-night image translation. We then conduct
a comparative study on various generator architectures in our CycleGAN model.
This research compares four different CycleGAN models; i.e., the orginal Cy-
cleGAN, feature pyramid network (FPN) based CycleGAN, the original U-Net
vision transformer based UVCGAN, plus a modified UVCGAN with additional
edge loss. The experimental results show that the orginal UVCGAN obtains an
Fréchet inception distance (FID) score of 16.68 and structural similarity index
measure (SSIM) of 0.42, leading in terms of FID. Meanwhile, FPN-CycleGAN
obtains an FID score of 104.46 and SSIM score of 0.44, leading in terms of
SSIM. Considering FPN-CycleGAN’s bad FID score and visual observation,
we conclude that UVCGAN is more effective in generating synthetic nighttime
images.
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1. INTRODUCTION
Computer vision tasks often perform poorly on night images due to lack of night representation in the

training dataset, as clear daytime images are more often used during training [1]. This creates the need for more
diverse training data to increase the robustness of deep computer vision models, including nighttime images.
Building night image datasets by image capture is a tedious and time consuming task, requiring careful setup
to ensure alignment when capturing identical source and target images. This process is made nearly impossible
due to the variable conditions that influence the image, such as location, weather conditions, and time of day
that will affect components on the image [2]. Several previous studies have used simulators to augment data,
with the potential to generate unlimited data for any given scenario [3]. However, the resulting images have a
unnatural appearance and does not represent real world scenarios [4]. Thus, alternate ways of generating data
is needed.

Image-to-image translation models can be trained to learn the transformation from one image do-
main to another, which can be exploited to handle tasks such as style transfer, data augmentation, or image
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restoration. Thus, this technique can also be utilized to augment training data for deep learning models. Image-
to-image translation with a supervised deep learning model requires corresponding image pairs from both the
source and target domains for a supervised model. Assuming paired images are available, deep learning based
methods can create transfer functions by translating image on one domain to another domain by its latent
representation. One such architecture is generative adversarial networks (GAN) such as CycleGAN [2].

Nevertheless, we will still require some data to start on any type of training, for which we turn to more
traditional image processing methods. Punnappurath [5] proposes a method to create a paired dataset using
traditional image processing method to create a synthetic nighttime image from a daytime image input. This
can provide a smaller paired dataset to start on a conditional GAN or semi-supervised GAN. This traditional
image processing method proves that it can synthesize a nighttime image with various parameters, which is
improved further by using other image processing techniques [6]. To ensure the quality of the generated
synthetic nighttime images, they must be evaluated using no-reference image quality assessment (NR-IQA)
[7]–[10]. When the results are satisfactory, these images can then be used to train GAN models.

There are usually two types of GAN learning tasks, i.e., conditional GAN [11] and unconditional
GAN [12]. A conditional GAN model learns generative models based on input images and their corresponding
labels similarly to supervised learning [13], while unconditional GAN introduced the contrastive representation
learning mechanism [14] and can be considered as unsupervised learning technique. On this research we carried
out a semi-supervised GAN [15], namely mixing paired and unpaired images. This GAN model is trained using
both a unpaired public dataset as well as our own generated paired dataset which are used together to train our
CycleGAN methods [12]. Through this research, we aim to have a better understanding on how to synthesize
nighttime image based on traditional image processing method, also utilizing CycleGAN algorithm to perform
day-to-night image-to-image translation.

The highlights of the contribution of this research work is as follows:
− This research considers a hybrid method of traditional image processing and a deep learning model, in

this case CycleGAN to establish day-to-night image translation.
− We conduct a comparative study of CycleGAN models with varying generator architectures to con-

duct day-to-night image translation, i.e., original CycleGAN, feature pyramid network (FPN)-CycleGAN
(FPN-CycleGAN), and U-Net vision transformer CycleGAN (UVCGAN).

− We include a modified UVCGAN model, with an additional edge feature loss function in the comparison.
This paper is structured into five sections. The first section serves as the background of the study,

discussing its background and objectives. The second section is a literature review that examines research
related to the topic. The third section contains the methods used in this research. The fourth section presents
the results of the results and the analysis of results. The paper is then ended with a conclusion, encompassing
the research results and recommendations for future research.

2. LITERATURE REVIEW
Daytime images are generally easy to capture due to sufficient lighting, while nighttime images are

challenging because of low light, which can lead to noise and blur [5]. To create high-quality paired day and
night images, it requires the ground truth from the target image to have the same scenery as the input daytime
image. Capturing a pair of day and night images requires careful setup to ensure alignment between the image
pairs and consumes a lot of time. Therefore we require an alternative method to generate synthetic nighttime
images from daytime inputs. Recent research in image-to-image translation, particularly for day-to-night image
transformation, has introduced two main approaches: traditional image processing and deep learning.

There are several traditional image processing methods for generating and improving the quality of
nighttime images. One proposed method from [5] generates synthetic nighttime images from daytime images.
Another approach improves the quality of nighttime images by applying processing techniques such as contrast
enhancement, sharpening, and other methods [6]. Additionally, the discrete cosine transform (DCT) can be
leveraged to analyze image-level frequency distributions by transforming spatial features into the frequency
domain [16]. The DCT helps in understanding the differences in frequency distributions between daytime
and nighttime images. A novel method for enhancing low-illumination images aims to improve the visibility
of details in dark regions while minimizing artifacts [17]. This method provides clearer details in dark areas
while maintaining overall image quality, utilizing a guided filter to refine the transmission map, thus balancing
computational efficiency and structural preservation.
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In this research we focus on two traditional methods. A proposed method by [5] are used to generate
nighttime images from an input of daytime images. This process involves several steps to mimic the appearance
of real nighttime scenes. First, the exposure of the daytime image is reduced to simulate the lower light levels
typical of night. Next, the scene is relighted using night-specific illuminants, which requires calculating the
average brightness of nighttime lighting and applying it to the image. Noise is then added to replicate the visual
characteristics of a photo taken in low light. To obtain a visually pleasing of nighttime scene, we should do some
image processing on the synthetic nighttime images as done by [6]. Further processing includes RAW image
processing, where the image undergoes steps like demosaicing (to convert the image from a sensor’s RAW
format to a full-color image), white balancing based on Gray world algorithm [18], and denoising to reduce
any added or inherent noise. The image is then enhanced for contrast and sharpness to improve its overall
quality. These methods aim to create synthetic nighttime images that closely resemble real ones, though they
may still differ in quality from actual nighttime photos.

Additionally, we may utilise deep image-to-image translation task to perform day-to-night image
translation. A method for translating nighttime images to daytime images using a conditional GAN is presented
in [19]. This method employs two generator-discriminator pairs: one for converting night images to day im-
ages and another for the reverse process. Another proposed method introduces two-phase consistency network
(2PCNet), a model for day-to-night unsupervised domain adaptive object detection [20], which employs a two-
phase consistency training approach to mitigate error propagation issues commonly found in student-teacher
frameworks. A semantic-aware image-to-image translation method specifically designed for day-to-night im-
age conversion is also proposed [1]. This approach utilizes the encoder of a pre-trained semantic segmentation
network to ensure semantic consistency during the translation process, requiring only segmentation predictions
from the source domain, making it more practical. Another application of nighttime imagery is detecting park-
ing space status at night by leveraging daytime data [21]. The framework consists of content encoders and
specific encoders that learn both domain-invariant and discriminative features.

GAN [22] has presented remarkable outcomes in many applications, such as object detection, style
transfer, image synthesis, medical image analysis, etc. The GAN algorithm has been widely used for tasks
like day-to-night image translation. GANs consist of two networks: a generator that creates synthetic images
and a discriminator that distinguishes between real and fake images. CycleGAN, a specific type of GAN,
is particularly effective for day-to-night translation [12]. It learns mapping functions between day and night
images using a cycle consistency loss, ensuring that translating an image from one domain to another and back
again results in the original image. This research enhances the CycleGAN model by integrating FPN [23]
and UVCGAN [24]. FPN improves feature extraction across multiple scales, enhancing object detection and
segmentation. UVCGAN combines the strengths of UNet for high-frequency feature extraction with vision
transformer (ViT) for capturing low-frequency features, leading to better image translation. The combined
model ensures that the output images retain the same dimensions as the input images, providing high-quality
results for day-to-night translation.

The concept of edge loss is introduced through the asymmetric CycleGAN aimed at improving un-
paired and asymmetric image translation tasks [25]. This method introduces a quantitative metric to determine
whether the translation task is symmetric or asymmetric and employs different sizes of generators to adapt
to these asymmetric translations. A key feature of this method is the introduction of an edge-retain loss,
which enhances the quality of generated images by retaining necessary structural details, particularly edges,
from the input images. This edge-retain loss is computed using a pre-trained edge detector and is combined
with the original CycleGAN loss to form the total loss function. The results demonstrate that the asymmetric
CycleGAN with edge-retain loss significantly improves the visual quality of generated images compared to the
original CycleGAN and symmetric CycleGAN on various tasks.

3. METHODOLOGY
This study aims to generate synthetic nighttime images for an augmented dataset. This is accom-

plished by modelling day-to-night image translation using CycleGAN. We then conduct a comparative study
on various generator architectures in CycleGAN for the best result.

3.1. Dataset
In order to train the CycleGAN, we need a dataset of day-to-night image pairs to train the model.

Since we have established that these pairs are difficult to obtain, in this research we use two sources of day
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and night images, a synthetic nighttime dataset and the Berkeley deep drive (BDD) dataset [26]. The synthetic
nighttime dataset used is generated by our proposed framework as described in section 3.1.1.

3.1.1. Synthetic nighttime dataset
The initial dataset used in this study is from [5]. This dataset contains a total of 70 daytime images

in raw format (.dng). The spatial resolution of each image is 3024 × 4032 pixels in RGB format. Most
of the images consist of outdoor and indoor scenes. The outdoor scenes are captured under street lighting,
while the indoor scenes are captured under regular indoor illumination. For building the night illumination
dictionary we need a graycard image under different night illuminations. This night illumination dictionary is
important to relight the synthetic nighttime image with night illumination. An example of the dataset is shown
on Figures 1(a) and 1(b).

(a) (b)

Figure 1. Dataset overview: (a) daytime images and (b) images of gray card

The synthetic images are generated using a framework of two steps, i.e., the synthetic nighttime image
generation step and nighttime image enhancement step. This two-step framework is illustrated in Figure 2. The
synthetic nighttime image generation step models a lower exposure and generates a corresponding dark image.
The output of this step becomes the input for the nighttime image enhancement step. The nighttime image
enhancement step improves the nighttime quality of the overall image.

Figure 2. Framework for generating the synthetic nighttime dataset

The synthetic nighttime image generation step mostly adapts from [5], with a modified relighting
step. This modification is required because default parameter in the source code generates image that differs
from the one shown in [5]. In our modification, we try to generate random night illuminant position. The
night illuminants are obtained by randomly sampling from a 2D multivariate Gaussian distribution of joint
chromaticity values that fit around database of night illuminants, i.e from images of gray card on Figure 1(b).
To obtain the synthetic nighttime image we loop this sample multiple times until the color is balanced. We keep
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this fixed sample and adjust the color of the lights that have been obtained from the modeled 2D multivariate
Gaussian. According to Punnappurath et al. [5], a total of seven local lights are generated, with the first one
being ambient background lighting. On this framework with modified relighting, we only use the ambient
background lighting due to the fact that the generated light with local light does not look natural. Hence,
resulting a modified relighting image.

The nighttime image enhancement step mostly adapts from [6], however, we do not modify the im-
age processing pipeline. In the second framework there are four main processes, namely, denoising denotes
removing the image noises, contrast enhancement is for enhancing the image contrast, unsharp masking is for
sharpening the image caused by the denoising process, and lastly AWB (grayness index) [27] is for measuring
and controlling how close the white balance is to the true gray value under certain conditions. We don’t modify
the algorithm because the purpose of this framework is to create a visually pleasing nighttime image. However,
there are several parameters that need to be tuned. For example, the β value from local contrast correction
(LCC) [28] can be tuned for research purposes to see how it affects the image.

The results of our synthetic nighttime image is shown in Figure 3. To ensure the results of the gen-
erated dataset is satisfactory, we evaluate each generated image using NR-IQA metrics, i.e. Fréchet inception
distance (FID) and structural similarity index measure (SSIM) score. Each of these metrics aim to objectively
score the image quality. More detail on these metrics are discussed on section 3.3. The modified relighting
image is illuminated by ambient background and randomize night illumination. Hence resulting a different
night illumination on specific output. The local lights from [5] are fixed, and the artificial light does not look
visually pleasing. Later, it will affect the CycleGAN mapping function. We use only the modified relighting
image output for the synthetic nighttime dataset, as the other output type makes the image appear too blue
and unnatural. Furthermore, it is quantitatively proven that the modified relighting image has better quality
compared to the other images. For the modified relighting image, the FID and SSIM scores are 5.2 and 0.4,
respectively. Meanwhile, the contrast enhancement image has the second-best quality, with FID and SSIM
scores of 6.7 and 0.3, respectively.

Figure 3. The generated synthetic nighttime image

3.1.2. Berkeley deep drive translation dataset
The BDD dataset contains unpaired day and night images with a spatial resolution of 1280 × 720

pixels in RGB [26]. One of the main reasons for using BDD dataset is to see how it generates traffic lights and
street lamps. Also, we combine BDD dataset and the resulted synthetic nighttime image to test if the learned
features from deep learning model affects the night aspect of synthethic nighttime image from traditional image
processing methods. Later, we perform a semi-supervised GAN by which it need both a paired and unpaired
datasets. The paired datasets of day and night images (resulted synthetic nighttime image), while the unpaired
datasets comes from BDD dataset and its also day and night images.

3.2. Experimental design
The experimental design of this research consists of performing deep image-to-image translation using

a semi-supervised CycleGAN. Semi-supervised GAN uses both paired and unpaired images. For paired data,
we used the synthetic nighttime dataset as described in section 3.1.1. For unpaired data, we use the BDD
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dataset described in section 3.1.2. This results in 70 paired images and 100 unpaired images, respectively, for
utilizing semi-supervised CycleGAN is illustrated on Figure 4.

Figure 4. An overview of the paired & unpaired datasets

The training process of the semi-supervised CycleGAN model involves feeding each image domain
with its corresponding input. For the daytime domain, we feed both the generator and the discriminator of the
daytime image. However, we feed the synthetic nighttime image to the day-to-night generator, and it acts as
a label for the paired daytime image. The forward cycle-consistency is required for the model to do identity
mapping. Identity mapping refers to how the model translates one image domain to another domain while
keeping the color information. By doing this, both the daytime image and the reconstructed daytime image
should have the same scenery. The overall process on the nighttime domain is the same as on the daytime
domain.

3.2.1. CycleGAN for day-to-night image translation
Several deep learning CycleGAN model is built with different generator architectures to see how well

it performs on generating nighttime images. In this study we compare 4 different CycleGAN architectures, i.e.,
original CycleGAN, FPN-CycleGAN, and UVCGAN. Additionally, we also introduce a new combination of
UVCGAN with edge feature loss that will be explained more in section 3.2.2. All compared architectures are
listed in Table 1.

Table 1. Various CycleGAN generator
CycleGAN Generator

Original CycleGAN Base generator (UNet)
FPN-CycleGAN Feature pyramid network

UVCGAN UNet-vision transformer
UVCGAN with edge feature loss UNet-vision transformer

3.2.2. Modified UVCGAN with edge loss
To enhance the structural quality on the generated nighttime image of the original UVCGAN [24],

we attempt to define loss using edge data. This edge data is computed using the Canny operator [29], inspired
by [25]. A UNet model denoted by Ef on Figure 5 is fixed and obtain the edge feature to generate a proper
nighttime image.

Edge is an important part of an image and should get some attention while building a deep image-to-
image translation model to enhance the visualization. In this research, we use a pre-trained weight that act as
the prior-knowledge to perform a better image generation. More specifically we use L1 distance of the edges
between input and the generated images. The edge feature loss is formulated as:

LEdge (GDay, GNight, Day,Night) = EDay∼pdata(Day)

[
∥Ef (Gday(Day))− Ef (Day)∥1

]
+ ENight∼pdata(Night)

[
∥Ef (Gday(Night))− Ef (Night)∥1

]
(1)
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Figure 5. Modified UVCGAN with edge feature loss

3.3. Evaluation metrics
We evaluate the generated nighttime image across various CycleGAN architectures by using FID [30]

and SSIM [31]. FID is a metric introduced to evaluate the diversity of images generated by generative models,
particularly in the area of GAN [32]. FID measures the dissmiliarity between the probability distributions of
the real and generated images in a high-dimensional space learned by Inception v3 model. A lower FID score
indicates that the generated images are closer to the real images, represents a better images quality. SSIM
evaluates the similiarity between two images using structural information in the image. The SSIM score value
ranges from -1 to 1, where 1 indicates perfect similiarity, 0 indicates no similiarity, and -1 indicates perfect
dissimiliarity.

4. RESULTS AND DISCUSSION
The approach to this training process is performed by training the model from end-to-end without

using a pre-trained model. This is done to ensure the model learns particular features from the given datasets.
The training is performed on Google Colab Pro using the NVIDIA A100 GPU. Some hyperparameters are used
for the training process, such as the input size, epochs, learning rate, and batch size. We built four CycleGAN
model with different generator architecture. We use a total of 170 and 50 images for training and testing,
respectively. On the training data, we use 70 paired images and 100 unpaired images. We resize the image to
256× 256 pixels to prevent resource exhaustion while doing the training process. We use the Adam optimizer
with the learning rate value of 0.0002. For the orginal and FPN generator, we use a total of 9 ResNet blocks,
as this setting is commonly employed in image translation tasks utilizing CycleGAN. While UVCGAN with or
without edge feature loss, we use a total of 12 transformer block. For all types of generators, we also initialize
weight kernel on convolution 2D layer that based on Gaussian distribution. We use L1 loss function to the
generator, and L2 loss function to the discriminator.
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After training the model on proposed datasets described in section 3.2., we tested several samples.
For the nighttime dataset generated using traditional image processing methods discussed in section 3.1.1.
The resulting nighttime images could not be accurately described as ‘night-like’ due to the variance in night
illuminance. This variability made it challenging for the model to learn the fixed properties of night illumi-
nance. In contrast, the generated nighttime images from the BDD dataset exhibited a more authentic nighttime
visualization. This improvement can be attributed to the dataset’s unpaired data condition, where the nighttime
images were captured directly by a camera rather than generated. The generated synthetic nighttime image by
using various generator of CycleGAN are illustrated on Figure 6.

Figure 6. The semi-supervised CycleGAN results for all generators

All models generated ‘night-like’ images except for the FPN-CycleGAN model. The evaluation
scores using FID and SSIM revealed significant insights into each model’s performance. As on Table 2,
FPN-CycleGAN model showed inconsistency in its results, achieving the highest FID score, which indicates
poor image quality compared to the other models. The generated images from FPN-CycleGAN were of low
quality, leading to the conclusion that it performs the worst for this type of task. In terms of evaluation met-
rics, UVCGAN with the UNet-ViT generator outperformed the others, achieving the best generated nighttime
images based on the FID metric. Additionally, UVCGAN attained superior training scores across both metrics,
showcasing its effectiveness. Although FPN-CycleGAN achieved a better test score on SSIM, its high FID
score indicates its inadequacy for the day-to-night image-to-image translation task due to its complexity. By
adding an additional loss function, namely edge feature loss, to UVCGAN, we hypothesized that the model’s
performance would improve by enhancing the overall structural quality through better edge feature represen-
tation. However, our results show that the model performed slightly worse than UVCGAN without the edge
feature loss. This decline in performance is due to the added complexity, as the model now has to learn an
additional task of differentiating edge data between the real and generated images. Therefore, we conclude that
UVCGAN is the best model for generating nighttime images, as it consistently provides high-quality results in
comparison to other models.

We also perform a qualitative evaluation on CycleGAN implementation using UVCGAN with edge
loss as shown in Figure 7(a) and without edge loss as shown in Figure 7(b). The illuminance reconstruction
on UVCGAN with edge feature loss is dispersed and does not converge on one position. This is also the case
on UVCGAN, but While on UVCGAN, but more controllable. The illuminance dispersion on UVCGAN with
edge feature loss is due to the high frequency feature on the clouds that is detected by edge feature by the
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model. However, this still does not prove that adding an edge loss to UVCGAN could be an issue. As shown
in Figure 7 on the right side, we can see that the illuminance is more controllable by the edge feature loss. The
illuminance on the roof by UVCGAN without edge feature loss does not converge on a fixed position, therefore
an edge feature loss is needed to fix the structural quality of an image.

Table 2. FID and SSIM for various type of CycleGAN generator

Generator
FID SSIM

Train Test Train Test
Vanilla CycleGAN 35.61 62.54 0.44 0.38
FPN-CycleGAN 71.64 104.46 0.48 0.44
UVCGAN 13.67 16.68 0.49 0.42
UVCGAN with edge feature loss 21.83 47.79 0.45 0.40

(a)

(b)

Figure 7. Qualitative evaluation of UVCGAN (a) with edge loss and (b) without edge loss.

5. CONCLUSION
Capturing paired images for performing deep image-to-image translation task is tedious and requires

careful setup to ensure alignment between the image pairs. Therefore, we need an automated method to obtain
the image pairs from one domain to another domain. This paper achieves this using CycleGAN for day-
to-night image translation. To obtain the best nighttime image, we compare four generator architrectures in
the CycleGAN framework; i.e original CycleGAN, FPN-CycleGAN, UVCGAN, and a modified UVCGAN
with an edge feature loss. The CycleGANs are trained using a dataset of day and night images, built from
two sources, i.e., paired day and night images generated by our proposed image processing framework with
a modified relighting procedure; and the BDD dataset. Our experiments show that in general the UVCGAN
model improves day-to-night image translation task in terms of FID and SSIM. UVCGAN outperforms other
CycleGAN generator with an FID test score of 16.68 and SSIM of 0.42. The original CycleGAN obtains a FID
test score of 62.54 and SSIM of 0.38, UVCGAN with edge feature loss is slightly worse in terms of evaluation
metric scores with an FID of 47.79 and SSIM of 0.4, while FPN-CycleGAN obtains an FID score of 104.4 and
SSIM score of 0.44. Comparative analysis on this research with the baseline methods shows that UVCGAN
model improves day-to-night image translation task in terms of FID and SSIM. It is obtained that UVCGAN
outperforms other CycleGAN generator, even original CycleGAN as baseline methods, while FPN-CycleGAN
has the worst performance due to the complexity of its model. Although FPN-CycleGAN leading in terms of
SSIM, it has a poor visual appearance. This is due to the model complexity and unbound trained weight of its
model. However, by adding edge feature loss to UVCGAN we can improve the structural quality of an image.
As shown, the illuminance dispersion can be better controlled by the model, yet UVCGAN with edge feature
loss is slightly worst in terms of evaluation metric scores, but still performs better in generating nighttime
images. Hence, it is concluded UVCGAN performs better in term of generating synthetic nighttime image.
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