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ABSTRACT

The distribution pattern of search keys is assessed in this study by contrasting
four methods of index searching on large-scale JSON files with data streams.
The Adelson-Velskii and Landis (AVL) tree, binary search tree (BST), linear
search (LS), and binary search (BS) are among the search strategies. We look at
the normal distribution, left-skewed distribution, and right-skewed distribution
of search-key distributions. According to the results, LS performs the slowest,
averaging 653.166 milliseconds, whereas AVL tree performs better than the
others in dense index, with an average search time of 0.005 milliseconds. With
0.011 milliseconds per keyword for sparse index, BS outperforms LS, which
averages 1007.848 milliseconds. For dense indexing, an AVL tree works best;
for sparse indexing, BS is recommended.
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1. INTRODUCTION
In our previous research [1], we introduced a method to enhance data retrieval efficiency in large-

scale JavaScript Object Notation (JSON) datasets by using indexing techniques. Our approach applies dense
indexing techniques for one-to-one dataset relationships and sparse indexing for one-to-many relationships, in
comparison with non-indexed cases. The research was conducted in two main segments. The first involved
experimenting with accessing positions within the index, and the second involved data retrieval within segments
using both indexing types, showcasing the ability to skip segments to access large-scale Bigdata.json file sets.
In terms of time efficiency for position access with a search key, dense indexing averaged 59.175 milliseconds,
whereas non-dense indexing averaged 15,635.232 milliseconds. Sparse indexing averaged 36.387 milliseconds,
while non-sparse indexing took an average of 15,635.232 milliseconds. Accessing data positions by search
key from previous research [1] still follows a linear search (LS) pattern, which is efficient only when there
is an index order. For this research, evaluating the impact of search key distribution on searching technique
performance in large-scale JSON files that contain data streams is proposed. This evaluation compares the
time efficiency of accessing data locations by search key: dense index for one-to-one data and sparse index for
one-to-many data. Section 2.2 explains the approaches to applying LS, binary search (BS), binary search tree
(BST), and Adelson-Velskii Landis tree (AVL) techniques. Experiments are conducted on the characteristics
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of search keys in dense and sparse indexes, which have three different distribution patterns as described in
section 2.1, consisting of search keys for normal distribution, left-skew distribution, and right-skew distribution.
The aim is to study which technique has the highest and lowest time efficiency in accessing data locations in
the large-scale JSON file set using search keys from dense and sparse indexes that have different search key
distribution patterns.

In addition, we surveyed to offer a comprehensive understanding of current research in this field.
Previous research involved improving index efficiency, such as through parallel indexing, hybrid methodologies,
and adaptive indexing, which have the potential to significantly enhance indexing performance. They can reduce
search durations, decrease storage overhead, and manage specialized data types or intricate data structures
[2]–[8]. The deployment of these techniques is particularly beneficial for databases containing uncertain data,
graph databases, large-scale geospatial data derived from the internet of things (IoT), and extensive time series
datasets. The research section was related to databases using LS techniques. Such innovative methods as path-
based index structures, online similarity searches, inverted index optimizations, dynamic compressed learned
indexes, small-space algorithmic analysis, learned structures for spatial data, and distance-computation-free
search schemes are emerging as innovative methods to enhance database performance. These techniques can
streamline query processing, optimize storage utilization, and proficiently manage specialized data formats or
complex data architectures [9]–[16]. The application of these methodologies can be especially advantageous
for extensible markup language (XML) databases, uncertain time series data, relational database management
systems, spatial data, and binary code databases.

Meanwhile, research related to BS, such as next-generation database indexing, decision tree algorithms
tailored for spatial data, nature-inspired optimization methods, dynamic approaches in BS spaces, and random
BS methodologies, offers considerable promise to advance database performance. These advancements can
streamline search operations, optimize storage capabilities, and efficiently handle specialized data formats
or complex data infrastructures [17]–[21]. The application of these strategies proves especially effective for
progressive database systems, spatial data analysis, association rule mining, BS optimizations, and nearest
neighbor searches within binary domains. On the other hand, research related to BST, such as deterministic
finite tree automata minimization, space-efficient indexing tailored for cyber-physical systems, data-driven cache
optimization, and B+-Tree-based search methods, presents significant advancements in database performance
and security. These methodologies have the potential to optimize search operations, ensure efficient space
utilization, and deliver secure and effective data retrieval in cloud environments [22]–[26]. Applying these
techniques is especially advantageous for systems focused on minimizing automata, optimizing cyber-physical
databases, refining cache performance in B+-Trees, ensuring encrypted cloud data security, and efficiently
retrieving product information on cloud platforms.

Finally, we studied research related to the AVL tree. Such research includes secure document retrieval
in encrypted cloud systems, hybrid swarm optimization for network clustering, energy-efficient cluster head
selection, and ultra-scalable blockchain platforms for asset tokenization, showcasing promising advancements in
their respective fields. These methods ensure data security in cloud environments, optimize network clustering
and energy utilization in wireless sensor networks, and pave the way for large-scale asset management on
blockchain platforms [27]–[30]. The amalgamation of these strategies offers substantial potential for systems
that underscore encrypted cloud data protection, streamlined clustering in wireless infrastructures, and extensible
blockchain mechanisms for global assets.

2. METHOD
In previous research [1], we proposed dense indexing for one-to-one data access, as illustrated in

Figure 1. The file set is called Dense index position.json, with a size of 33 MB and containing 1,000,000
transactions. The file set consists of search keys and specific positions within the Bigdata.json dataset.
While the sparse index for accessing one-to-many data is illustrated in Figure 2, the set of files is called
Sparse index position.json, with a file size of 8 MB and containing 5,146 transactions. This file set consists of
search keys and multiple positions within the Bigdata.json dataset.

In searching to access data positions using the dense and sparse indexes, no issues arise when searching
for a single search key. However, when searching for multiple search keys, the search key distribution must be
considered. Therefore, this research proposes an approach to compare the efficiency of access times to data
positions using dense and sparse indexes. The researcher selected main search keys from both index datasets
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as described in section 2.1, which have three different search key distributions: normal distribution, left-skew
distribution, and right-skew distribution. The objective is to compare the efficiency of accessing positions
using the main search keys within both index files. The researcher applied four techniques as explained in
section 2.2, including LS, BS, BST, and AVL tree. The time efficiency of each technique was considered to
determine which provided the fastest and slowest results for accessing positions within both index datasets.

"Phillip.Headlon@smith.com": 0,
"Jonnie@pacificare.com": 1,
...
"Annalee@pinnaclewest.com": 1000000

Figure 1. Examples of transactions in the Dense index position.json with a size of 33 MB and 1,000,000
transactions

"Maryalice": [0, 547, 836317, 1040693, 1041786],
"Luciana": [1, 3639, 9282, 1041132, 1044174],
...
"Eulah": [2, 1216, 630028, 630264, 1042683]

Figure 2. Examples of transactions in the Sparse index position.json with a size of 8 MB and 5,146
transactions

2.1. The selection of search keys for dense and sparse distribution
This section explains the selection of 524 search keys to evaluate the effectiveness of the research. We

obtained these search keys from the dense index position file, which is 33 MB and has 1,000,000 transactions,
and the sparse index position file, which is 8 MB and has 5,146 transactions. For the dense index, we created
five email index files, each containing 524 non-repeating search keys, and divided these index files into three
main types according to position range. The first type is the dense index for the normal distribution of the
index, which has 2,070 search keys in the position range of 300,000 to 800,000, with 550 search keys in the
left-skewed distribution and right-skewed distribution, as illustrated in Figure 3.

Figure 3. Dense index for normal distribution

The second type of index is a dense index for the left-skewed distribution. As illustrated in Figure 4, the
index is distributed within the range of 100,000 to 500,000 with 1,806 search keys. Moreover, the distribution
on the right side holds 814 search keys.
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Figure 4. Dense index for a left skewed distribution

The third type of index is a dense index for a right-skewed distribution. As illustrated in Figure 5, the
index is distributed within the range of 500,000 to 1,000,000, encompassing 1,999 search keys. The distribution
on the left side contains 621 search keys.

For the sparse index, we created five email index files, each containing 524 non-repeating search keys.
These index files were divided into three main types according to position range. The first type is the sparse
index for normal distribution of the index, which has 2,600 search keys in the 2,000 to 4,000 position range,
with 20 search keys in the left- and right-skewed distribution, as illustrated in Figure 6.

Figure 5. Dense index for a right skewed distribution

Figure 6. Sparse index for normal distribution

The second type of index is a sparse index for the left-skewed distribution. As illustrated in Figure 7,
the index is distributed within the range of 1,000 to 3,000 with 1,885 search keys. Moreover, the distribution
on the right side holds 735 search keys.
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The third type of index is a sparse index for a right-skewed distribution. As illustrated in Figure 8,
the index is distributed within the range of 3,000 to 5,000, encompassing 1,916 search keys. Moreover, the
distribution on the left side contains 704 search keys.

Figure 7. Sparse index for left skewed distribution Figure 8. Sparse index for right skewed distribution

2.2. Algorithms for comparing the efficiency of dense and sparse indices
This section explains the methods for searching and accessing dense and sparse index position files,

which comprise LS, BS, BST, and AVL tree. The details of these algorithms are provided as follows.

2.2.1. Dense and sparse index algorithms using linear search
For the method of searching the position of search key terms within dense and sparse index files using

the LS algorithm, three different distributions of test search key terms were used, as detailed in section 2.1.
The search starts by checking the search key term in each transaction entry within the dense index file. If the
searched search key term matches the search key term appearing in the file, the position of that search key term
can be retrieved. If not, the search continues until the desired key is found or until all entries are exhausted.

Algorithm 1 Dense and sparse index algorithms using LS
Require: Dense and Sparse Index position File, search keys test with distribution as described in section 2.1
Ensure: Position in Bigdata.json
1: function FindSearchKey(index.positions, desired.search.keys)
2: result← {}
3: for search.key ∈ desired.search.keys do
4: position.found← False
5: for index.entry, index.entry ∈ Enumerate(index.positions) do
6: if index.entry[’search.key’] == search.key then
7: result[search.key]← index.entry[’position’]
8: position.found← True break
9: end if

10: end for
11: if not position.found then
12: result[search.key]← ”Search key not found.”
13: end if
14: end for
15: return result
16: end function

For the utilization of dense and sparse index algorithms using LS to access the position of search keys
within dense and sparse index position files, import test search keys with all distribution patterns as described
in section 2.1. Import one search key at a time into the search verification process. This process uses the LS
technique as explained in section 2.2.1.
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2.2.2. Dense and sparse index algorithms using binary search

When searching for the position of search key terms in dense and sparse index files using the BS
technique, three search key term distribution patterns were tested, as described in section 2.1. The search
process begins by sorting the search key terms in the dense and sparse index files. Test search key terms with
different distributions are then used to find the midpoint of the search key term sequence. The midpoint is
compared to the search value. If the search key term is found, the position of the search key term is returned.
If the search key term is not found, the data sequence is divided into two parts, and the search continues in the
part with search key term values closest to the desired search key term.

Algorithm 2 Dense and sparse index algorithms using binary search
1: Input: Dense and Sparse Index position File, search keys test with distribution as described in section 2.1
2: Output: Position in Bigdata.json
3: function binary search(𝑖𝑛𝑑𝑒𝑥 𝑓 𝑖𝑙𝑒, 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦)
4: 𝑙𝑜𝑤 ← 0
5: ℎ𝑖𝑔ℎ← len(𝑖𝑛𝑑𝑒𝑥 𝑓 𝑖𝑙𝑒) − 1
6: while 𝑙𝑜𝑤 ≤ ℎ𝑖𝑔ℎ do
7: 𝑚𝑖𝑑 ← (ℎ𝑖𝑔ℎ + 𝑙𝑜𝑤)//2
8: 𝑚𝑖𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 ← 𝑖𝑛𝑑𝑒𝑥 𝑓 𝑖𝑙𝑒[𝑚𝑖𝑑 ] [0]
9: if 𝑚𝑖𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 == 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 then

10: return 𝑖𝑛𝑑𝑒𝑥 𝑓 𝑖𝑙𝑒[𝑚𝑖𝑑 ] [1]
11: else if 𝑚𝑖𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 < 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 then
12: 𝑙𝑜𝑤 ← 𝑚𝑖𝑑 + 1
13: else
14: ℎ𝑖𝑔ℎ← 𝑚𝑖𝑑 − 1
15: end if
16: end while
17: return ”Search key not found.”
18: end function

For the utilization of dense and sparse index algorithms using BS to access the position of search keys
within dense and sparse index position files, import test search keys with six different distribution patterns as
described in section 2.1. Each search key is processed through the search verification process using the BS
technique, as explained in section 2.2.2. The efficiency of accessing the search key position based on the average
or worst-case data range is O (log n), but the best-case scenario is O(1) when the test search key matches the
index position files, returning the position of Bigdata.json.

2.2.3. Dense and sparse index algorithms using BST and AVL Tree

This section explains the method of searching and accessing positions within dense and sparse index
files using both the BST and the AVL tree techniques. The algorithms for these methods are illustrated in
Algorithm 3, which integrates both BST and AVL tree operations for efficiency. Six different test search key
distribution patterns are used, as described in section 2.1. The search process begins by arranging the main
words in the index file. Test search keys are then used to search at the root node of either the BST or the
AVL tree, depending on the desired efficiency. If the root node is empty, the process returns none. For both
tree structures, the search proceeds by comparing the desired search key with the current node’s search keys
in the dense index position file. If the search key matches the current node, the position of the main word is
returned, and the search for the next search key continues. Otherwise, the direction of traversal (left or right) is
determined based on whether the search key is less or greater than the current node’s search key.

For the utilization of dense and sparse index algorithms using BST or AVL trees to access the position of
search keys within dense and sparse index position files, the test search keys are processed with both techniques,
depending on efficiency requirements. The BST technique, as described in section 2.2.3, allows searching with
average or worst time complexity equal to 𝑂 (𝑛). On the other hand, the AVL tree technique, as described in
section 2.2.4, offers an improved average and worst-case time complexity of 𝑂 (log 𝑛). The best case for both
is 𝑂 (1) when the search key directly matches an index in the file, returning the position in Bigdata.json.
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Algorithm 3 Dense and sparse index algorithms using BST and AVL Tree
1: Input: Dense and Sparse Index position File, search keys test with distribution as described in section 2.1
2: Output: Position in Bigdata.json
3: function Index Search(index file, search keys, tree type)
4: if 𝑡𝑟𝑒𝑒 𝑡 𝑦𝑝𝑒 == “BST” then
5: 𝑡𝑟𝑒𝑒← new BinarySearchTree()
6: else if 𝑡𝑟𝑒𝑒 𝑡 𝑦𝑝𝑒 == “AVL” then
7: 𝑡𝑟𝑒𝑒← new AVLTree()
8: else
9: raise error: Unsupported tree type.

10: end if
11: for (𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦, 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) ∈ 𝑖𝑛𝑑𝑒𝑥 𝑓 𝑖𝑙𝑒 do
12: 𝑡𝑟𝑒𝑒.𝑖𝑛𝑠𝑒𝑟𝑡 (𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦, 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)
13: end for
14: 𝑟𝑒𝑠𝑢𝑙𝑡 ← {}
15: for 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 ∈ 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦𝑠 do
16: 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛← 𝑡𝑟𝑒𝑒.𝑠𝑒𝑎𝑟𝑐ℎ(𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦)
17: if 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 ≠ NULL then
18: 𝑟𝑒𝑠𝑢𝑙𝑡 [𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 ] ← 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

19: else
20: 𝑟𝑒𝑠𝑢𝑙𝑡 [𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑘𝑒𝑦 ] ← ”Search key not found.”
21: end if
22: end for
23: return 𝑟𝑒𝑠𝑢𝑙𝑡

24: end function

3. RESULTS
This section presents the evaluation of search time efficiency for accessing data positions in two

datasets: dense index position.json and sparse index position.json. The search algorithms employed for the
analysis include LS, BS, BST, and AVL tree. The experiments were conducted with three distinct search
key distribution patterns: normal, left-skewed, and right-skewed distributions, as detailed in section 2.1. The
comparative experiments focused on two types of indexes: dense index as shown in Table 1 and sparse index
as shown in Table 2. For both index types, the experiments measured two primary characteristics: ‘Average
time of 15 rounds,’ which assessed the total time required to access positions for 524 search keys over fifteen
rounds, and ‘Average time per search key,’ which evaluated the search time required to access each search
key individually. The results showed that sorting and indexing are necessary for BS, BST, and AVL Tree to
enhance performance. For LS, there was no need to sort the index beforehand, as LS sequentially evaluates all
transaction items, regardless of search key distribution. The results for the dense index (Table 1) demonstrate
that BS had an average indexing time of 1,795.708 milliseconds, while BST completed indexing in 773.149
milliseconds, and AVL Tree achieved the fastest time of 635.262 milliseconds.

Table 1. Comparison of dense index searching efficiency with search key distribution
Techniques Retrieve time by dense index (ms) Avg. time of 15 rounds Avg. per search key Index file sorting time
Linear search Normal distribution 342259.155 653.166 No index file sorting

Left-skewed distribution 337220.625 643.551
Right-skewed distribution 349457.130 666.903

Binary search Normal distribution 9.811 0.019 1795.708
Left-skewed distribution 10.199 0.019
Right-skewed distribution 11.572 0.022

Binary search tree Normal distribution 179.970 0.343 773.149
Left-skewed distribution 173.583 0.331
Right-skewed distribution 155.317 0.296

AVL Tree Normal distribution 2.703 0.005 635.262
Left-skewed distribution 2.346 0.004
Right-skewed distribution 2.433 0.005

The first experiment evaluated the efficiency of accessing data positions in a dense index. Each test
round included 524 search keys, and the results were averaged over 15 rounds. When tested with search keys
following a normal distribution, the AVL tree was the fastest, with an average access time of 2.703 milliseconds.
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On the other hand, LS was the slowest, taking 342,259.155 milliseconds. For search keys with a left-skewed
distribution, the AVL tree performed the quickest, with an average time of 2.346 milliseconds, while LS was
again the slowest, taking 337,220.625 milliseconds. In right-skewed search key distributions, the AVL tree
was the fastest, with an average time of 2.433 milliseconds, whereas LS remained the slowest at 349,457.13
milliseconds.

The second experiment assessed search efficiency in a sparse index. Each round also consisted of 524
search keys, and the results were averaged over 15 rounds. With a normal search key distribution, BS was the
fastest, with an average time of 5.647 milliseconds, while LS was the slowest, taking 528,112.194 milliseconds.
For left-skewed search key distributions, BS was the quickest, averaging 3.868 milliseconds, while LS was
the slowest, taking 528,112.194 milliseconds. With right-skewed search key distributions, BS was the fastest,
averaging 5.592 milliseconds, while LS remained the slowest at 528,179.767 milliseconds.

Table 2. Comparison of sparse index searching efficiency with search key distribution
Techniques Retrieve time by sparse index (ms) Avg. time of 15 rounds Avg. per search key Index file sorting time
Linear search Normal distribution 528112.194 1007.848 No index file sorting

Left-skewed distribution 528253.244 1008.117
Right-skewed distribution 528179.767 1007.977

Binary search Normal distribution 5.647 0.011 136.711
Left-skewed distribution 3.868 0.007
Right-skewed distribution 5.592 0.011

Binary search tree Normal distribution 161.007 0.307 No index file sorting
Left-skewed distribution 166.118 0.317
Right-skewed distribution 158.378 0.302

AVL tree Normal distribution 30.903 0.059 113.538
Left-skewed distribution 35.200 0.067
Right-skewed distribution 35.223 0.067

4. CONCLUSION
This research compares the time efficiency of accessing positions using both dense and sparse indexes.

The study applied four search techniques: LS, BS, BST, and AVL tree, across three search key distribution
patterns: normal, left-skewed, and right-skewed. The experimental findings indicate that for dense indexes with
a normal distribution of search keys, the AVL Tree was the fastest, averaging 0.005 milliseconds per search
key. Conversely, LS was the slowest, with an average of 653.166 milliseconds per search key. For left-skewed
distributions, the AVL Tree was again the quickest, averaging 0.004 milliseconds per search key, while LS
was the slowest at 643.551 milliseconds. The pattern was consistent for right-skewed distributions, with the
AVL Tree being the fastest at 0.005 milliseconds and LS being the slowest at 666.903 milliseconds. For sparse
indexes, the results were slightly different. When search keys were normally distributed, BS was the most
efficient, averaging 0.011 milliseconds per search key, while LS was the slowest, taking 1007.848 milliseconds.
For left-skewed distributions, BS remained the fastest, averaging 0.007 milliseconds per search key, with LS
being the slowest at 1008.117 milliseconds. Similarly, for right-skewed distributions, BS was the quickest at
0.011 milliseconds per search key, and LS was the slowest, averaging 1007.977 milliseconds. In conclusion,
the AVL Tree is highly efficient for dense indexes, particularly when handling large volumes of search keys,
such as 1,000,000 transactions. On the other hand, BS is more suitable for sparse indexes with a smaller
number of search keys, such as 5,000 transactions. LS consistently showed the least efficiency in both dense
and sparse index scenarios. Future research can explore secondary indexing techniques to enhance scalability
and efficiency for more complex data types and datasets.
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