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 Gender classification has become an important application in the fields of 

system automation and artificial intelligence, having important implications 

across various fields. The main challenge in this classification task is 

variation in illumination that affects the quality of facial images. This study 

presents method for identifying genders with convolutional neural networks 

(CNNs). To address this issue, various preprocessing methods are applied, 

including self quotient image (SQI), locally tuned inverse sine nonlinear 

(LTISN), histogram equalization (HE), difference of gaussian (DoG), and 

gamma intensity correction (GIC), to stabilize the effects of illumination 

variations before the images are processed by CNN. The CNN architecture 

used consists of 5 convolutional blocks and 2 fully connected blocks, which 

have proven effective in image recognition. The results of study show that 

model trained with DoG method achieved accuracy of 91.07%, making it the 

best preprocessing technique compared to other methods such as SQI and 

HE, which achieved accuracy of 90.39% and 88.76%, respectively. These 

findings demonstrate that application of SQI in CNN can improve accuracy 

of gender classification on facial images, providing better performance than 

previous methods. These findings are expected to serve as foundation for 

further developments in facial image classification and its applications in 

various fields. 
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1. INTRODUCTION 

The human face is the first indicator used to identify a person’s gender in everyday life. Gender 

recognition through facial analysis has various important applications in the field of security, such as 

verifying gender during registration or security surveillance in sensitive areas [1]. In marketing, data about 

the gender of customers can also be used to tailor marketing or commercial [2], software [3], or services to 

more precisely target the right audience. Additionally, it can be utilized in various types of data analysis to 

identify useful trends in fields such as sociology, psychology [4], or economics. The technology used for this 

task must be able to capture and analyze facial features, which can then be used to classify whether a person 

is male or female. Gender classification methods employ distinct characteristics, such as pattern recognition 

methods, to differentiate between masculine and feminine attributes [5]. Meanwhile, methods for identifying 

gender can be broadly categorized into feature-based [6] and appearance-based approaches [7], [8]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Classifying objects based on image data can be achieved using advanced machine technologies. The 

technology behind the ability of machines to recognize a person’s face is machine learning. Machine learning 

is a branch of artificial intelligence, specifically focused on how computers can learn from data to improve 

their intelligence [9]. Machine learning plays a crucial role in classifying and detecting objects. One of the 

evolving fields is deep learning (DL). DL is a branch of machine learning closely related to artificial neural 

networks (ANN). Unlike traditional ANNs, DL involves deeper architecture composed of multiple layers, 

enabling the model to learn hierarchical representations of data through successive convolutions [10]. 

Various algorithms enable machines to classify image data, with the convolutional neural network 

(CNN) being one of the most widely used methods [11], [12]. CNN is another effective technique in the 

feature extraction process. CNN is a type of DL algorithm that processes input images by applying filters or 

kernels to identify and extract important features [13]. This technique can effectively extract hierarchical 

features from images, enabling more accurate and complex pattern recognition. The success of CNN in tasks 

such as object recognition and classification motivates this study to use CNN for gender classification on 

facial images. There are many factors that influence the process of face recognition, as mentioned in [14], 

which states that differences in illumination intensity-higher or lower in some areas-will affect the face 

recognition process, where these methods did not provide good results. As mentioned in [15], which states that 

because the illumination intensity of the environment differs, the face recognition rate is often low. In gender 

classification on facial images, image processing is closely related. There are many methods that can be used 

to enhance images. Raghavan and Ahmadi [16] proved that adding preprocessing techniques improves 

accuracy in face recognition. The best-performing technique in the study of Raghavan and Ahmadi [16] was 

SQI, which improved accuracy by 2.6% compared to results before using SQI. 

The background of this study begins with the understanding that gender classification on facial 

images is an important topic in various fields, as it plays a crucial role in enhancing the accuracy of biometric 

identification, improving user-centric services, and enabling advanced analytics in sectors such as 

surveillance, healthcare, and digital marketing. Mustafa and Meehan [17] successfully applied CNN with an 

accuracy of 85%. In another study, Islam et al. [18] developed a face recognition model using transfer 

learning via Pareto frontier CNN. Benkaddour [19] also proposed CNN models for gender classification and 

age estimation. Before CNN, several studies proposed various methods for these problems, such as local 

binary patterns [20], bio-inspired features [21], support vector machine [22], and hierarchical classifier [23]. 

However, such methods are relatively out of favor in recent years due to the superiority of CNN in image 

classification, as indicated by [24], [25]. Therefore, this study opts to develop CNN models with various 

preprocessing methods for the gender classification problem. 

The contribution of applying various preprocessing methods—self quotient image (SQI), locally 

tuned inverse sine nonlinear (LTISN), histogram equalization (HE), difference of Gaussian (DoG), and 

gamma intensity correction (GIC) is to enhance the quality and consistency of facial images, which is crucial 

for improving gender classification accuracy. Each method addresses specific challenges in image 

preprocessing: SQI reduces the effects of varying lighting conditions, HE enhances image contrast,  

LTISN minimizes non-uniform illumination, GIC adjusts intensity for better feature visibility, and DoG 

emphasizes edges and textures by reducing noise while retaining essential details. By systematically 

evaluating the performance of these methods, this study aims to identify the most effective approach or 

combination of techniques that can significantly improve the robustness and reliability of CNN-based gender 

classification models. 

 

 

2. PREPROCESSING METHOD 

Preprocessing techniques are used to enhance the quality of images so that the information 

contained in the images is easier to extract and analyze. These techniques include resizing, normalization, 

noise reduction, and contrast adjustment, which aim to standardize image data and minimize variations 

caused by lighting conditions, background clutter, or image resolution. Effective preprocessing is crucial for 

improving the accuracy and robustness of image classification and recognition systems. Preprocessing 

focuses on reducing noise, illumination variations, and low contrast in images. 

 

2.1.  Self quotient image 

SQI is an illumination-invariant algorithm designed to address variations in lighting and shadows.  

It is computed by taking the ratio between the original image intensity and a smoothed version of the same 

image, as shown in (1). 

 

𝑄(𝑥, 𝑦) =  
𝐼(𝑥,𝑦)

𝑆(𝑥,𝑦)
=  

𝐼(𝑥,𝑦)

𝐹(𝑥,𝑦)∗𝐼(𝑥,𝑦)
 (1) 
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Where 𝐼(𝑥, 𝑦) is the face image and 𝑆(𝑥, 𝑦) is the smoothed version of the image, and * is the convolution 

operation. 𝐹 is the kernel for smoothing the image, which in this case is a Gaussian filter, and 𝑄 is the result 

of the SQI calculation [16]. 

 

2.2.  Histogram equalization 

An image histogram is a graphical representation that shows how pixel intensity values are 

distributed across an entire image or a selected region of it. HE is an image enhancement method where the 

pixel histogram of the image becomes more spread out and uniform. Since the histogram represents the 

probability of pixels with certain gray levels, the formula for calculating HE is used in (2). 

 

𝑆𝑘 = (𝐿 − 1) ∑ 𝑃𝑟(𝑟𝑗)𝑘
𝑖=0  (2) 

 

Where the gray level kkk is normalized against the highest gray level (L-1). The value 𝑟𝑗 = 0 represents 

black, and 𝑟𝑗 = 1 represents white on a defined grayscale [26]. 

 

2.3.  Locally tuned inverse sine non-linear 

LTISN is a nonlinear approach that operates on each pixel. The corrected intensity value is 

calculated by applying an inverse sine function. This function uses adjustable parameters based on the 

surrounding pixel values, as given in (3) [16]. 

 

𝐼𝑒𝑛ℎ(𝑥, 𝑦) =
2

𝜋
𝑠𝑖𝑛−1(𝐼𝑛(𝑥, 𝑦) 

𝑞
2) (3) 

 

2.4.  Gamma intensity correction 

Gray intensity correction (GIC) is a nonlinear gray-level transformation technique that adjusts the 

image's gray levels by replacing each original gray value with a corresponding GIC-adjusted gray level, as 

described in (4). 

 

𝐺𝐼𝐶(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) 1/𝛾 (4) 

 

For a gamma value less than 1.0, the image will become darker, and for a gamma value greater than 1.0, the 

image will become brighter. When the gamma value is 1.0, no effect is produced [16]. 

 

2.5.  Difference of Gaussian 

DoG is a grayscale image enhancement algorithm that involves subtracting the smoothed version of 
the original image from another version of the original image that is not as smoothly filtered. The smoothed 

images are obtained by convolving the grayscale image with a Gaussian filter kernel with different standard 

deviations, as given in (5) [16]. 

 

𝐷𝑂𝐺(𝑥, 𝑦) =
1

2𝜋𝜎1
2 𝑒

−
𝑥2+𝑦2

2𝜋𝜎1
2

− 
1

2𝜋𝜎2
2 𝑒

−
𝑥2+𝑦2

2𝜋𝜎2
2

 (5) 

 

where 𝜎1 and 𝜎2 these are the widths of the Gaussian filter kernel. 

 

 

3. SYSTEM DESIGN 

This system consists of several stages to classify gender using the CNN method: collecting datasets 

from reliable sources, preprocessing the datasets to improve image quality and consistency, and training the 

data using the CNN model to recognize and predict gender with high accuracy. 

 

3.1.  Dataset 

This study uses a dataset consisting of facial images of both men and women. The research utilizes 

two types of data: secondary data obtained from Kaggle and primary data, which was personally requested 

from the sources with permission. The dataset will be divided into three parts: Kaggle training data for model 

learning, Kaggle test data for initial performance evaluation, and primary test data for final validation to 

assess the model's accuracy and robustness on external data. 

The dataset consists of both training and test data sourced from Kaggle and primary data specifically 

collected for this research that as seen in Figure 1. The training dataset includes 10,582 images-5,291 male 
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and 5,291 female-featuring facial images that are not influenced by illumination conditions. The test dataset 

contains 2,646 images-1,323 male and 1,323 female-with facial images affected by illumination from various 

angles. Whereas the primary dataset also includes 95 images-45 male and 50 female-depicting facial images 

under different illumination conditions from multiple directions. 

 

 

 
 

Figure 1. Example of training data 

 

 

The test data features varying illumination conditions with the goal of evaluating the performance of 

the preprocessing methods. It allows us to determine which method is most effective in handling different 

illumination conditions. The distribution of facial images in the dataset across different categories is divided 

into three parts: training data, test data, and primary data, as seen in Table 1. The test data features varying 

illumination conditions with the goal of evaluating the performance of the preprocessing methods. It allows 

us to determine which method is most effective in handling different illumination conditions. The distribution 

of facial images in the dataset across different categories is divided into three parts: 5,291 images of the 

training data, 1,323 images of the test data, and the primary data consists of 50 images and 45 images of the 

females primary and males, respectively. All models are trained and evaluated using the same training, 

testing, and primary data to ensure fair comparison of the models’ performance. In addition, here, the testing 

and primary data for evaluation are drawn from different subjects to assess the generalization of the trained 

models in recognizing new data. 

Afterward, data augmentation is performed to artificially increase the size and diversity of a dataset by 
applying various transformations to the existing data. Data augmentation is especially valuable when there is 

limited data available. Generating augmented samples helps create a larger and more diverse dataset, which is 

critical for training DL models that typically require large datasets. Data augmentation that implemented 

geometric transformations (rotation, flipping, scaling, cropping), and photometric adjustments (brightness, 

contrast, noise addition). These techniques enhance variation, reducing overfitting and improving 

generalization. Data distribution is carefully maintained to prevent class imbalance; typically, each class 

receives an equal proportion of augmented samples. Ensuring a diverse yet balanced dataset allows the model to 

learn invariant facial features, enhancing recognition accuracy across different lighting conditions, angles, and 

occlusions in real-world applications. The number of images after data augmentation is presented in Table 2. 

 

 

Table 1. Data distribution 
Category Training data Test data Primary data 

Female 5,291 1,323 50 

Male 5,291 1,323 45 

Total 10,582 2,646 90 

 

 

Table 2. Data distribution after augmentation 
Category Training data Test data Primary data 

Female 8,142 1,985 835 

Male 8,142 1,985 825 

Total 16,284 3,970 1,660 

 

 

3.2.  Apply preprocessing methods to images 

In the preprocessing stage, images are resized to 96×96 pixels to ensure uniform input 

dimensions, which is crucial for consistent model performance. After resizing, normalization is applied to 
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scale the pixel values to a [0, 1] range, standardizing the data and enhancing the learning process. 

Illumination conditions can significantly impact image quality, so handling illumination effectively during 

preprocessing is vital. Various methods, including grayscale conversion, SQI, HE, LTSIN, GIC, and DoG, 

are employed to address these variations. The effects of these illumination adjustment techniques on 

preprocessing are illustrated in Figure 2, where different methods demonstrate their effectiveness in 

creating more consistent and reliable data for model training. The SQI and DoG methods effectively 

reduce illumination conditions. However, the DoG method primarily sharpens edges, which can lead to a 

loss of information. HE and GIC also help in minimizing illumination variations, but both methods tend to 

darken areas that are not affected by light. 

 

 

 
 

Figure 2. Comparison of preprocessing methods 

 

 

3.3.  Convolutional neural networks 

A CNN is a type of ANN designed for image recognition. CNNs automatically learn and extract 

features from input images and integrate these features with a classification mechanism. One of the key 

advantages of CNN classifiers is their relatively simple architecture compared to other methods, with a clear 

sequence of layers that transform input data into output predictions [27]. Typically, CNNs operate in two 

main stages: feature extraction and classification. The feature extraction phase derives meaningful features 

from the original dataset, which helps reduce computational resources while preserving critical information 

[28]. In the classification phase, fully connected layers act as the classifier, assigning probabilities to predict 

the object present in the image based on the extracted features [29]. 

The CNN model architecture, consists of 5 convolutional blocks and 2 fully connected layers. The 

input layer has a size of 96×96 pixels with a color channel of 1, resulting in an input layer composition of 

(96, 96, 1). The image then undergoes feature learning through convolutional operations performed by the 5 

convolutional blocks. Subsequently, the image will be flattened, converting the results of feature learning 

into a vector. The final stage involves classification using the fully connected layers. Figure 3 illustrates the 

model architecture used in this study. 

As shown in Figure 3, there are 5 convolutional blocks and 2 fully connected blocks. The 

convolutional layer is the earliest layer in a CNN. The parameters in the convolutional layer are determined by 

the number of kernels used in the convolutional operation. The operation is performed on the input to produce 

the neurons output [to enhance -30]. This is followed by pooling to extract features from the input image 
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sequentially. The pooling layer, also known as subsampling or downsampling, reduces the spatial dimensions 

of each feature map while preserving the most important information [30]–[33]. The purpose of using pooling 

is to reduce the number of features from the convolutional layer’s output or feature map, thereby speeding up 

the model’s training process. After passing through all the layers, the data is forwarded to the fully 

connected/dense layer. In this layer, each neuron is linked to every activation from the preceding layer. When 

these fully connected layers are combined with a SoftMax function, they form a multi-layer perceptron (MLP), 

which serves as the classifier in the network [14]. 

 

 

 
 

Figure 3. CNN model architecture 

 

 

In the CNN architecture, each layer includes the scaled exponential linear unit (SeLU) activation 

function to enable high-level abstract representations. SeLU has the property of self-normalization, which 

automatically drives the output toward a mean of zero and varying units [34]–[36]. This helps maintain 

gradient stability during training and accelerates convergence. The SeLU equation can be seen in (6). 

 

𝑆𝑒𝐿𝑈(𝑥) = 𝜆 {
 𝑥                           𝑓𝑜𝑟 𝑥 ≥  0

 𝛼(𝑒𝑥 −  1)          𝑓𝑜𝑟 𝑥 <  0
 (6) 

 

Additionally, each convolutional layer incorporates batch normalization and dropout. Batch 

normalization helps minimize internal covariate shift by normalizing the outputs of the previous activation 

layer—this is done by subtracting the batch mean and dividing by the batch standard deviation, which 

improves the network’s stability and speeds up training [37]. The dropout technique is introduced to mitigate 

overfitting by temporarily deactivating a subset of neurons during training, based on a specified probability 

𝑝 (𝑤ℎ𝑒𝑟𝑒 0 < 𝑝 < 1) [38]. 

The experimental conditions are outlined in Table 3. The table shows that the batch normalization 

size is set to 64, ensuring stable training. Optimization is performed using the Adam optimizer with a 

learning rate of 0.001, providing efficient convergence. The output layer employs the SoftMax function, 

suitable for classification tasks, while the hidden layers use SeLU for self-normalization. Additionally,  

2×2 pooling is applied to reduce spatial dimensions, and input data is rescaled by 1/255, normalizing pixel 

values to a [0, 1] range for consistent and effective training. 
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Table 3. Model specifications 
Specification Value 

Optimizer Adam 

Learning rate 0.0001 

Batch size 64 

Epoch 40 

Activation function (hidden) SeLU 
Activation function (output) SoftMax 

Pooling 2×2 

Rescale 1/255 

 

 

4. RESULTS AND DISCUSSION 

At this stage, the training of the model will be conducted using secondary data, with the training 

data 10,582 samples and the test data 2,098 samples with preprocessing method. The model will be trained 

according to the specifications model. During training, the model will evaluate the test data and produce 

accuracy metrics at each epoch. Once all models are trained, the evaluation will be performed on primary 

data to determine the best preprocessing method for gender classification. 

 

4.1.  Training results 

The CNN models are trained in 40 epochs. The obtained accuracy and loss of each epoch during 

training progress of the models are shown in Figure 4. For the grayscale model, the accuracy graph in  

Figure 4(a) shows a consistent upward trend with minor ripples, indicating periods of slower gains. The loss 

graph similarly reflects a general decline with occasional fluctuations, suggesting the model’s ongoing 

adjustments in minimizing errors. The SQI test data results in a smoother curve compared to the grayscale model 

as visualized in Figure 4(b), indicating that the model was trained adequately to handle variations in illumination.  

Meanwhile, the results from the HE models in Figure 4(c) reveal a wavy and uneven curve, suggesting 

that the model was not effectively trained to handle variations in illumination. This irregularity indicates that the 

model struggles with generalizing across different illumination conditions. Despite these issues, the model was 

evaluated with primary data and achieved an accuracy of 88.76%. While this accuracy is relatively strong, the 

observed curve characteristics highlight limitations in the model’s training, pointing to potential improvements 

needed in handling diverse illumination scenarios to enhance overall performance and consistency. Figure 4(d) 

illustrates the LTISN model, which displays a relatively stable accuracy trend, though minor fluctuations are 

present in later epochs. This indicates that the model was moderately successful in adapting to variations in 

illumination, showing better consistency compared to the HE model but still leaving room for improvement.  

Similar to the HE models, the test data curve of GIC model produces a jagged and uneven curve, as 

shown in Figure 4(e), with accuracy exhibiting an unstable decline after epoch 25. This suggests that the 

model has not been adequately trained to manage variations in illumination. Finally, the test data curve of 

DoG model shown in Figure 4(f) produces a relatively smooth curve, with a minor accuracy drop observed 

after epoch 34. This suggests that the model is adequately trained to manage variations in illumination. 

Evaluated with primary data, the model achieved an accuracy of 91.07%. This performance indicates that the 

model is effectively handling the challenges posed by different illumination conditions, demonstrating its 

robustness and reliability in gender classification tasks. The smooth curve and high accuracy underscore the 

model’s proficiency in adapting to variations and ensuring consistent results. 

 

4.2.  Test results 

The test results are further presented in the confusion matrix in Figure 5. The grayscale model for 

gender classification demonstrates an overall accuracy of 87%. As shown in Figure 5(a), the model shows 

high precision for females (97%), but a lower recall (76%), indicating a tendency to misclassify females as 

males. In contrast, male classifications exhibit a recall of 97% but a lower precision (80%), suggesting 

occasional misclassification of males as females. The F1-scores for females and males are 0.85 and 0.88, 

respectively, reflecting a good balance between precision and recall. While the model performs well overall, 

improving recall for female classifications could enhance its effectiveness.  

The SQI model achieves an accuracy of 90% for gender classification with the confusion matrix 

shown in Figure 5(b). Precision and recall for both female and male classes are balanced, with values of 0.91 

and 0.89 for females, and 0.90 and 0.91 for males, respectively. The F1-scores for both classes are 0.90. 

These results indicate that the SQI preprocessing technique effectively enhances classification performance 

under varying illumination conditions. Similarly, the HE model achieves an accuracy of 89% for gender 

classification. The precision and recall for the female class are 0.88 and 0.90, while for the male class they 

are 0.90 and 0.87, respectively. Both classes have an F1-score of 0.89. These results indicate that the HE 
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preprocessing technique also provides balanced performance as visualized in Figure 5(c), though slightly 

lower than the SQI method, with effective handling of illumination variations. 

The LTISN model achieves an accuracy of 82%. Figure 5(d) shows high precision for females 

(0.97) but lower recall (0.66), while males have a lower precision (0.74) but a high recall (0.98). The  

F1-scores are 0.78 for females and 0.84 for males. These results indicate an imbalance in the model’s 

performance, particularly in misclassifying a significant number of females as males, which affects overall 

accuracy. The GIC model achieves an accuracy of 86%. The confusion matrix of GIC model in Figure 5(e) 

shows strong precision for females (0.92) but lower recall (0.80), while males have a lower precision (0.82) 

but a higher recall (0.93). The F1-scores are 0.85 for females and 0.87 for males. These results indicate 

balanced overall performance, with a slightly higher ability to correctly classify males. 

The DoG model achieves an accuracy of 91%. Figure 5(f) shows that DoG model has high precision 

(0.87) and recall (0.96) for females, while males class demonstrate higher precision (0.96) but lower recall 

(0.86). The F1-scores are 0.92 for females and 0.91 for males. These results indicate strong overall 

performance, with the model showing better recall for females and higher precision for males, leading to 

balanced classification outcomes. 
 
 

  

 

 
(a) (b) (c) 

   

   
(d) (e) (f) 

 

Figure 4. Training progress of (a) grayscale model, (b) SQI model, (c) HE model, (d) LTISN model,  

(e) GIC model, and (f) DoG model 
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(a) (b) 

  

  
(c) (d) 

  

  
(e) (f) 

 

Figure 5. Confusion matrix of all models: (a) grayscale model, (b) SQI model, (c) HE model,  

(d) LTISN model, (e) GIC model, and (f) DoG model 

 

 

4.3.  Model comparison 

Table 4 is provided to simplify the comparison of performance metrics from various preprocessing 

method applied, allowing a clearer evaluation of their impact on the model's accuracy and efficiency. This 

comparison helps identify which method delivers the most optimal result for the given dataset. The 
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comparison is based on key performance metrics such as accuracy, precision, recall, and F1-score for both 

female and male classifications. Accuracy is a critical metric, reflecting the overall correctness of the model. 

The DoG model achieved the highest accuracy of 91%, closely followed by SQI with 90%, and HE with 

89%. These results suggest that the DoG and SQI methods are more effective in improving the model's 

ability to correctly classify both genders across various illumination conditions. On the lower end, LTISN 

produced an accuracy of 82%, indicating less reliable overall performance, especially in correctly identifying 

female images. 

 

 

Table 4. Model performance metrics 
Model Accuracy 

(%) 
Loss Precision 

(Female) 
Recall 

(Female) 
F1 score 
(Female) 

Precision 
(Male) 

Recall 
(Male) 

F1 score 
(Male) 

Grayscale 86.84 0.3088 0.97 0.76 0.85 0.80 0.97 0.88 

SQI 90.39 0.1085 0.91 0.89 0.90 0.90 0.91 0.90 

HE 88.76 0.3330 0.88 0.90 0.89 0.90 0.87 0.89 

LTISN 81.56 0.1937 0.97 0.66 0.78 0.74 0.98 0.84 
GIC 86.26 0.3830 0.92 0.80 0.85 0.82 0.93 0.87 

DoG 91.07 0.2504 0.87 0.96 0.92 0.96 0.86 0.91 

 

 

Precision measures the percentage of correctly identified instances out of all instances predicted 

as a specific gender. The LTISN model demonstrated the highest precision for the female class (0.97), 

but this is offset by lower recall values, indicating that while it is highly accurate in the predictions it 

makes, it fails to detect many true positives. The DoG model, while having a slightly lower precision for 

females (0.87), maintains a much more balanced performance with high precision for males (0.96), 

indicating fewer false positives across both classes. SQI and HE also show balanced precision across 

both classes, with values around 0.90, demonstrating reliable performance in correctly identifying  

both genders. 

Recall, which reflects the ability of the model to correctly identify all instances of a particular 

class, is where the DoG model stands out, especially for females, with a recall of 0.96. This high recall  

for females means the DoG model is highly effective in identifying almost all female images, with 

minimal false negatives. In contrast, LTISN, despite its high precision for females, has a significantly 

lower recall (0.66), meaning it fails to correctly classify a substantial portion of female images. The GIC 

model exhibits a more balanced recall between both genders, with values of 0.80 for females and 0.93 for 

males, reflecting a reliable ability to capture most instances of each gender, though slightly biased toward 

male classifications. 

The F1-score balances precision and recall, offering a more comprehensive view of model 

performance. DoG and SQI again demonstrate superior results, with F1-scores of 0.92 for females and 

0.91 for males in the DoG model and balanced 0.90 scores for both genders in the SQI model. These 

scores highlight their ability to maintain a strong trade-off between precision and recall, making them the 

most balanced models in this comparison. In contrast, LTISN, despite its high precision for females, 

suffers from a lower F1-score (0.78 for females) due to its weak recall, limiting its overall effectiveness.  

Each model presents a different set of strengths and weaknesses. DoG emerges as the best overall 

model, achieving high accuracy, balanced precision, and recall, along with strong F1-scores for both 

genders. This balance suggests that DoG is highly effective in real-world scenarios where illumination 

conditions can vary significantly. SQI also performs well across all metrics, making it another strong 

candidate for reliable gender classification. LTISN, while excelling in precision for females, struggles with 

recall, leading to many misclassifications in this class. Its high precision but low recall for females 

suggests that while it makes accurate predictions for the images it classifies as female, it fails to identify a 

significant portion of actual female images. This imbalance makes it less suitable for applications where it 

is critical to correctly classify all female instances. HE and GIC offer more balanced performance than 

LTISN, but their accuracy and F1-scores, while competitive, fall slightly short of the top-performing 

models, DoG and SQI. These models might be considered reliable but less robust when dealing with 

highly varied or challenging image datasets. 

In conclusion, the DoG and SQI models demonstrate superior performance across key metrics, 

particularly in balancing precision, recall, and F1-scores for both genders. DoG slightly edges out SQI 

with its higher recall for females and overall accuracy. These models are thus well-suited for applications 

that require high accuracy in gender classification under varying illumination conditions. While LTISN 

and GIC exhibit strong performance in specific areas, they are less reliable due to imbalances between 

precision and recall, making them less effective for general use. Future improvements might focus on 
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refining models like LTISN to improve recall, particularly for the female class, without sacrificing the 

high precision it achieves. 

 

 

5. CONCLUSION 

The implementation of preprocessing methods such as grayscale, SQI, HE, LTSIN, GIC, and DoG 

is carried out. These preprocessing methods are applied to handle illumination variations in facial image 

classification, and a comparison is made to identify the best preprocessing methods for handling 

illumination variations in images. The best preprocessing method is DoG, achieving an accuracy of 

91.07%, followed by the SQI model with an accuracy of 90.39% and the HE model with an accuracy of 

88.76%. The grayscale model achieved an accuracy of 86.84%, the GIC model achieved an accuracy of 

86.26%, and the LTISN model achieved an accuracy of 81.56%. The results of this training demonstrate 

that the DoG preprocessing technique has a significant advantage in handling various illumination 

conditions. The preprocessing techniques explored in this study have not fully optimized their parameters. 

For instance, SQI and DoG might see improvements by testing various Gaussian kernels, while LTSIN 

could be enhanced by tuning the parameters of the inverse sinus function. Additionally, GIC could be 

refined by experimenting with different gamma values. Such adjustments would enable each preprocessing 

method to achieve better parameter settings for gender classification in facial image systems handling 

varying illumination conditions. 
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