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 Mobile applications continue to evolve to satisfy the users. For that, the 

developers need to understand user feedback for improvements. Indonesia, 

one of the countries with the most mobile app users, has many textual 

mobile app reviews that may be processed and analyzed. Understanding the 

value of mobile app reviews requires understanding the value of sentiments 

and emotions to create more appropriate features to satisfy the users. To 

acquire a more accurate analysis of user reviews, it is important to detect 

sentiments that are closely associated with human emotion values due to the 

nature of multilabeled data. This research classifies the sentiments and 

emotions in Indonesian textual mobile app reviews, which are multilabel and 

multiclass in the form of 3 sentiments, namely positive, negative, and 

neutral, paired with 6 emotions, namely anger, sad, fear, happy, love, and 

neutral. We employ the Transformers architecture model, which includes 

two monolingual (a generic English and an Indonesian) and a multilingual 

pre-trained models with the results: bidirectional encoder representations 

from transformers (BERT) base uncased (micro avg. F1-score=0.69, 

precision=0.68, recall=0.70, receiver operating characteristic-area under the 

curve (ROC-AUC)=0.78), IndoBERT base uncased as best result (micro 

avg. F1-score=0.77, precision=0.78, recall=0.76, ROC-AUC=0.85), and 

multilingual BERT (M-BERT) base uncased (micro avg. F1-score=0.72, 

precision=0.73, recall=0.71, ROC-AUC=0.82). 
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1. INTRODUCTION 

As technology advances, more mobile applications/apps are created and accessible globally [1]. 

These applications can now be accessed for free or through subscription [2] and Indonesia is no exception for 

this event. User reviews for mobile applications are usually obtained through public posts and performance or 

feature ratings on social media or comments on the application download page [3] in the mobile apps store 

(like the Google Play Store or iOS App Store). Mobile app users voluntarily provide reviews for the mobile 

apps [4], which developers can use as data to understand general user needs preferences, criticism, and 

suggestions [5]. Mobile app reviews hold great significance for developers or companies as they offer 

valuable insights [6] in the form of user sentiment and emotional values related to the application, including 

ratings and suggestions for desired or undesirable features as well as dissatisfaction with performance [7]. To 

design and develop good mobile apps that are appropriate or fulfill their user’s needs and desires, the 

developers or company must identify and evaluate the sentiments and emotions of mobile app users [8]. 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Artif Intell  ISSN: 2252-8938  

 

Multilabel classification sentiment analysis on Indonesian mobile app reviews (Riccosan) 

4227 

Indonesia, being one of the highest countries of smartphone device users in the world, with a total of 

249.22 million users [9] since 2024, has a significant market opportunity for mobile applications and has the 

potential to become a data source for mobile app reviews. An important thing is the textual data of mobile 

app reviews provide information about user needs and demands [10]. Those data will be enormous, with 

variations of information in the form of words and phrases. To obtain the sentiment and emotional value 

required by mobile app developers from those data, the process will be very time-consuming and the result is 

potentially biased if it is done manually [11] by humans. For that reason, this research applied sentiment 

analysis task as part of natural language processing (NLP), in the form of text classification [12]. In our 

research, the text classification task becomes a multi-label and multi-class process based on the associated 

sentiment and emotion values contained in the mobile application reviews. Multi-label classification is a 

classification task on data that has more than one type of class [13] for the grouping process and attaches 

more than a class for every data. Where in this research sentiment is the first-class type and emotion is the 

second-class type. On the other hand, multi-class classification is a classification task that uses more than 2 

classes for the process but only one label attached to the data [14]. For our experiment, the text classification 

task is no longer done manually by humans but carried out by utilizing a computerized systematic learning 

method [12], namely machine learning (ML) with its deeper level, namely deep learning (DL). 

There are already some earlier works on sentiment analysis, especially by utilizing text 

classification. This research provides helpful conceptual groundwork for our work. Start with the 

implementation of k-nearest neighbor (KNN) for Indonesia news article topic classification with multi-label 

characteristics [15]. However, the research discovered challenges with a lack of research data, resulting in 

unsatisfactory model performance. Another research implemented the multilingual DL model to improve the 

quality of Indonesian text classification [16]. That research proves by utilizing the DL multilingual model, 

the Indonesian text classification and analysis is becoming better than using the base monolingual model that 

is trained with English corpus. The third research [17] tried to combine two DL models from different 

architectures, namely bidirectional long-short term memory (Bi-LSTM) combined with Transformers [18] 

pre-trained model, namely bidirectional encoder representative from transformers (BERT) [19] for hate-

speech classification from the Indonesian tweet dataset. The research succeeded in obtaining a fairly high 

level of accuracy for the text classification task but still had a drawback because the model was trained with a 

general textual dataset and not for a specific task. Therefore Hendrawan et al. [17] suggested using specially 

created datasets provided by researchers to train the model from the DL architecture for a particular task. 

Next, textual hate-speech classification on Indonesian tweet data [20], with the main model support vector 

machine (SVM) compared with convolutional neural network (CNN) [21], and DistilBERT [22]. This 

research utilized a dataset from previous work [23] which contained three base languages, namely 

Indonesian, English, and Hindi. The dataset was translated into Indonesian and supplemented with new data 

by Hana et al. [20]. According to the research, SVM is the most effective model for the task and the 

classification can perform better when textual data is pre-processed without stemming stage and  

stopword removal. 

Based on the recent work, this research utilizes the experiment by applying several related 

suggestions obtained. First, select a few models from DL architecture for the sentiment analysis task, and 

second, utilize the self-generated dataset specified for sentiment and emotion classification. This research 

dataset was from previous research about Indonesian mobile application reviews containing multi-label 

multi-class sentiment and emotion class [24]. For this research model, we utilized the Transformers [18]:  

a multilingual type, namely multilingual BERT (M-BERT) [19] and two monolingual models, the IndoBERT 

[25], a specified model for Indonesian NLP and the BERT base [19] as a comparison. Transformers 

architecture has advantages, that are simple model structure with good performance [26], the ability to do 

parallel data processing, and the ability to extract dense information from textual data with attention 

mechanisms [18] which provide relation values between terms. Another advantage of Transformers is the 

ease of fine-tuning models [27] through layer and parameter configuration, transfer learning, or embedding with 

other architectures. Last, BERT is a pre-trained model that has been trained with combined data from more than 

100 languages [26]. This proves that the BERT model has been designed specially to carry out the NLP task. 

This research contributed to the most recent sentiment analysis experiment, specifically a multi-

label multi-class classification task through model training for extracting sentiments and emotional values 

from Indonesian textual data, which are still limited. This research also presents a brief understanding of 

multi-label multi-class classification tasks and presents useful recommendations for future research in the 

area of sentiment analysis through text classification. Next part, we describe the dataset used in training and 

evaluating the utilized DL model, the method and research flow, and the model training configuration. For 

the rest, this article presents the experiment result in section 3 result and discussion, and the research 

conclusion with a few suggestions for future research in section 4 conclusion. 
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2. METHOD 

This research consists of 5 stages, namely data preparation, parameter tuning, data tokenization, 

model training, and evaluation as shown in Figure 1. The first is data preparation, where raw data is 

converted into a dataframe with separated columns of text and classes. Next, the data is shuffled to ensure 

there are learning variations [28] in the DL model’s algorithm. After that, the data is split according to its 

function in the experiment, namely train, valid, and test. In the first stage, the classes are tokenized with one-

hot encoding since the classes and their data have been separated. The utilization of one-hot encoding may 

guarantee that each pair of classes is unique [29], which is important for this research that employs multi-

label multi-class classification. With one-hot encoding, the pair of classes will be converted into a binary 

block and the method sets only true value where the classes exist in the sequence as shown in Figure 2. 

 

 

 
 

Figure 1. Research flow 

 

 

 

 

Figure 2. An example of one-hot encoding output 

 

 

The second stage is the implementation of parameter tuning which will be used in the DL model 

training process. This stage starts with the selection of base models along with its textual data tokenizer. In 

this research, we utilized the Transformers architecture [18] of several base models, namely BERT [19] with 

monolingual and multilingual types, as well as the IndoBERT [25], a monolingual model specified for 

Indonesian NLP tasks. For the data tokenizer, we utilized the BERT tokenizer because its data conversion 

can be implemented for other Transformers models with the base structure same as the BERT model. After 

the base models and tokenizer set-up, a model trainer function was created to configure the training 

parameters, namely epochs, training batch-size, learning-rate, weight decay, logging steps, and, optimizer. 

The third is data tokenization, the process of textual data conversion into a block of vector. In the 

tokenization, each word gets different values because of the attention mechanism from the Transformers [18] 

which shows how closely the word is related to another one. The fourth stage is model training which 

implements the parameter tuning and model trainer function that has been made from the second stage. 

In the fifth stage, experiment results are collected and model evaluation is carried out using test data 

to obtain evaluation results in the form of precision, recall, F1-score, and receiver operating characteristic-

area under the curve (ROC-AUC) as shown in calculations (1)-(4). The calculation results will be separated 

for every class and then averaged with the micro averaging so that the weight distribution is balanced for 

each class with the division based on the total amount of test data [30]. Data for precision, recall, F1-score, 

and ROC-AUC calculations are the results obtained from the confusion matrix process in the form of true 

positive (TP), true negative (TN), false positive (FP), and false negative (FN). After the final evaluation, 

results are obtained and the analysis is carried out. To get the ROC-AUC value, first need to calculate the 

1 = True 

 
0 = False 
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recall of true positive rate (TPR) as in (2) and the false positive rate (FPR) as in (4) for every single class. 

Next, calculate the ROC-AUC as in (5) with TPR and FPR values from every single class in the test data. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.  =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑜𝑟 𝑇𝑃𝑅) 𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.  =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (2) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.  =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

𝐹𝑃𝑅𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.  =  2 ×
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (4) 

 

𝑅𝑂𝐶 − 𝐴𝑈𝐶𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.  =  ∫ 𝑇𝑃𝑅𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔. (𝐹𝑃𝑅𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.) 𝑑𝐹𝑃𝑅𝑚𝑖𝑐𝑟𝑜_𝑎𝑣𝑔.
1

0
 (5) 

 

Implementing ROC-AUC in model evaluation is better, especially for multilabel classification tasks 

and imbalanced datasets, than the traditional accuracy. The ROC method can distinguish between the true 

and false prediction rates [31] by evaluating each class as a single class, even though they are paired as 

multilabel. Next point, the calculation combined with the AUC to get a deeper insight by calculating the TPR 

against the FPR to help distinguish positive and negative rates for all test data in a paired form compared to 

the real label. The ROC-AUC is better on imbalanced data than the accuracy method that only focuses on a 

single threshold of label-to-label comparison to get the positive and negative prediction values [32]. 
 

 

3. RESULTS AND DISCUSSION 

3.1.  Dataset 

This research implemented a dataset that was created from our previous research about Indonesian 

mobile application reviews [24] that contain 21,697 user reviews. The utilized dataset is a multi-label multi-

class type because of two types of classes, namely sentiment class consisting of positive, negative, and 

neutral; and emotion class consisting of sad, anger, fear, happy, love, and neutral. This research dataset is 

ready-to-use because the dataset has been through the cleaning step and pre-processed in the previous 

research [24]. In the experiment, the dataset was only pre-processed to be converted into data frames, split 

based on its function, randomization of the data order, and data tokenization into a numeric to be used in the 

training and model evaluation process. The data distribution based on its class can be seen inside Figure 3. 
 

 

  
 

Figure 3. Data distribution based on sentiment and emotion class 
 

 

Based on Figure 3, there is diversity in the data distribution. From the sentiment class, there is a 

range of data differences around 900 to 1,200 data. In the emotion class, the data is dominated by happy and 

neutral, whereas the data distribution gap looks significant in love, fear, anger, and sad labels. This research 

utilized the original amount of data to gain intrinsic value about model performance on the imbalanced 

dataset. To overcome the data distribution diversity in the dataset, we combine the data label for every class, 

with a pattern positive sentiment label with love/happy; negative sentiment label with fear/anger/sad; and 

neutral sentiment label with neutral emotion (i.e. [positive, love] or [negative, sad]), as shown in Figure 2. 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 5, October 2025: 4226-4234 

4230 

Next, we split the data into 3 parts, namely train, valid, and test. The data splitting has the purpose 

of decreasing the potential of model over-fit [33], especially at the model evaluation stage. By splitting the 

data in train, valid, and testing, the utilized model will not read the same data twice. The data splitting 

process in this research was done using a single data sampling method [34] for every data. The first ratio is 

75% from 21,696 data as 16,272 train data and the second ratio is around 25% (this ratio then restarted as 

100% for residual data) is split again with a ratio of 90% for 4,882 valid data and 10% for 542 test data. 
 

3.2.  Parameter tuning and experiment 

There are three base models utilized in this research that come from transformers architecture [18] 

with the uncased type, namely BERT base, M-BERT [19], and IndoBERT [25]. We used the uncased type 

with the insight that there are differences in the form of upper-case and lower-case characters that might have 

some emphasis on sentiment or emotion [35] in Indonesian mobile app reviews. In the experiment stage, a 

function was created that served as the DL model trainer. Few training parameters have been determined in 

that function, namely epochs=10, because the utilized base models are pre-trained, the training process is 

only focussing on gaining data patterns for the related task; training batch-size=16, to split total training data 

processed per epoch into smaller groups in forming more structured and denser data; learning-rate=3e-5, is 

the optimum value for the speed of the learning process by the model and this value has been determined as a 

recommendation from the original research of BERT model [19]; weight decay=0.01, is a parameter that 

normalizes the training process by giving a penalty point to the excessive training weight, so that the 

potential of model over-fit can be reduced; logging-steps=100, is a parameter to determine the model 

checkpoint steps in validating training performance; training evaluation_metric=eval_f1 (F1-score) [36] and 

ROC-AUC [37], [38], to get validation score from model performance during the training process; and 

training optimizer=AdamW_Torch (Adam Weighted) [39], [40], a function that optimize the model training 

process by limiting the range of data score that taken as learning value to no less than 0 and no more than 1, 

by implement the score from weight decay calculation that added separately so it does not directly affect the 

value of training momentum. After the training parameters are determined, the training and evaluation for 

every model are carried out alternately. 

The following are comparisons of the model training process results in the form of training and 

validation loss, training accuracy, and training F1-score and ROC-AUC. The first comparison is training and 

validation loss, every model utilized in this research successfully in decreasing the training loss value. 

However, this is the opposite of the validation loss value that keeps increasing until the last step as seen in 

Figure 4. The lowest training loss value is from BERT base with a value of 0.0363, while M-BERT is in the 

second position, and IndoBERT is in the highest of all. From the validation loss value, M-BERT obtained the 

lowest result with a value of 0.4393, while IndoBERT is in the second position and BERT Base is in the 

highest position. From this experiment's results, it is known that all utilized models are experiencing over-

fitting because of imbalanced data distribution. This experiment’s results also show that the base model 

(BERT base) can learn slightly better than the derived models (M-BERT and IndoBERT). From the general 

side, the multilingual model has a better general understanding of the training data than other models. 
 

 

  
 

Figure 4. Training and validation loss comparison 
 

 

The next comparison is training accuracy and F1-score (Figure 5). From the training accuracy value, 

IndoBERT occupied the top position with a value of 0.6988, while BERT Base is in the second position with 

a value of 0.6743, and M-BERT is in the third position with a value of 0.6511. In the F1-score value 



Int J Artif Intell  ISSN: 2252-8938  

 

Multilabel classification sentiment analysis on Indonesian mobile app reviews (Riccosan) 

4231 

comparison, IndoBERT once again comes out in the first position with a value of 0.7589, while M-BERT is 

in the second position with a value of 0.7495, and followed by BERT base with a value of 0.7360. These 

results show that a pre-trained model that is built specifically for a single language can influence the 

performance of NLP tasks, especially for classification on multi-label multi-class textual data. From the 

results obtained, BERT base and M-BERT still have good performance, but the data generalization 

performance is not as good as the monolingual model, IndoBERT, which was specifically built for the 

Indonesian NLP task like in this research that utilized a specific Indonesian textual dataset. 

 

 

  
 

Figure 5. Training accuracy and F1-score comparison 

 

 

The following is Table 1 which compares all results from the model training stage. IndoBERT 

obtained the best performance based on training accuracy and F1-score, even though the training and 

validation loss values are slightly higher than those of BERT Base and M-BERT. The model training process 

results show that the implementation of the textual data classification task depends on the model’s type that is 

utilized, especially if the task is monolingual or specific for some language. To implement the classification 

task on monolingual data, this research recommends establishing a model or implementing a pre-trained 

model that also has a monolingual characteristic that is specific to a language. Another thing that needs 

attention is the data splitting process only is not enough to encounter the potential of over-fitting from every 

model. Applying a more balanced data distribution or data with more guaranteed quality will certainly give 

more significant results for the performance related to the Indonesian textual data classification task. 

 

 

Table 1. Model training results 
Model Training loss Validation loss Training accuracy Training F1-score 

BERT base 0.0363 0.5548 0.6743 0.7360 

Multilingual BERT (M-BERT) 0.0428 0.4393 0.6511 0.7495 

IndoBERT 0.0612 0.4785 0.6988 0.7589 

 

 

3.3.  Final results and evaluation 

The last stage is the prediction test utilizing test data to evaluate the model performance. In this 

stage, the trained model predicts the class pair from every test data totalling 542 sentences. After the 

prediction test, a comparison process is carried out on the true and predicted labels, followed by calculation 

to obtain the average values in the form of TP, TN, FP, and FN. Those values are then used to obtain the final 

evaluation results for each model in the form of precision, recall, F1-score, and ROC-AUC. As shown in the 

Figure 6, the best result of this research from the evaluation stage is the IndoBERT model with the final 

result being precision=0.78, recall=0.76, F1-score=0.77, and ROC-AUC=0.85. The M-BERT obtained the 

second position with the final result being precision=0.73, recall=0.71, F1-score=0.72, and ROC-AUC=0.82, 

followed by the BERT base model in the third position with the final result being precision=0.68, 

recall=0.70, F1-score=0.69, and ROC-AUC=0.78. 

From this experiment evaluation results, IndoBERT still gets the best performance with a slightly 

higher F1-score value of 0.05 points compared to M-BERT and 0.08 points compared to BERT base. These 
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results prove that a monolingual model trained specifically with Indonesian data obtained more optimal 

performance in carrying out the classification task on Indonesian textual data in extracting sentiment and 

emotion values. Although M-BERT is a pre-trained model that has been trained with the multilingual textual 

dataset, the ability to pay attention in terms of the Indonesian language remains fragmented and does not 

have a focus as well as a monolingual model. As for the BERT base, still has a disadvantage because this 

model only applies attention scheme contextually for every word in the data, but the language terms still need 

to be translated into the base language used to train the model. This lack of ability could be the reason for the 

decrease in model performance on a textual data classification task because the data that is translated into 

another language could have synonyms and potentially change the true value from its original form. 

 

 

 
 

Figure 6. Model evaluation results 

 

 

4. CONCLUSION 

This research has successfully experimented on a multi-label and multi-class classification with 

three models from transformers architecture in obtaining the sentiment and emotion value from Indonesian 

textual data, especially from mobile application reviews that could be used as a reference for similar future 

research. The implementation of classification task on mobile application review is beneficial in knowing the 

reputation of a feature or the mobile application itself in the middle of the user community which can lead to 

strategic decision-making in mobile application development in the future. Multi-label and multi-class 

classification could be carried out if there is a combination of contexts between two or more types of classes 

in the utilized data. This research has shown the three pre-trained models utilized from transformers 

architecture, namely BERT, IndoBERT, and M-BERT have provided a fairly good performance on the 

classification of multi-label Indonesian mobile app reviews. The best evaluation result is from IndoBERT, in 

the form of precision=0.78, recall=0.76, F1-score=0.77, and ROC-AUC=0.85. Behind the good results, still 

there are problems, especially with model over-fit and imbalanced data distribution that cause the decreasing 

of performance in the implementation of the classification task. On that basis, the experiment that was carried 

out through this research still has potential for future development. On the other side, the improvement of the 

dataset for multi-label multi-class classification on mobile application review must continue because the data 

will continue to grow and become more diverse according to the market demand. In the future, our research 

will do experiments in model developments which are smaller, but with a target of obtaining a better ability 

to carry out the multi-label multi-class classification on textual Indonesian mobile application review in 

sentiment analysis segments as part of NLP. 
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