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 Nutritional fulfilment during pregnancy depends on the budget. Meanwhile, 

nutrition is needed during pregnancy to keep the mother and fetus healthy. 

Therefore, this study aims to assist maternal nutrition planning by using 

population-based optimization methods such as genetic algorithm (GA), 

particle swarm optimization (PSO), duck swarm algorithm (DSA), and 

whale optimization (WO) according to their nutritional needs at minimum 

cost. Additionally, this study compares the method performance to find the 

best method. There are 55 foods obtained from previous studies divided into 

five groups: staple food (SF), vegetables (VG), plant-source food (PS), 

animal-source food (AS), and complementary (CP). The model evaluation 

results show that GA's performance differed significantly from other models 

because it obtained the highest fitness by 439.73 and more variation in 

fitness results. Three models other than GA have no significant difference, 

but DSA performance obtained a superior fitness of 367.18. Furthermore, 

optimization methods must be combined with other artificial intelligence 

methods to develop innovative technology to support maternal nutrition and 

prevent stunting. 
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1. INTRODUCTION 

During pregnancy, pregnant women require significant nutritional needs, so an optimal diet is 

essential. Adequate nutrition is necessary for both the mother and the growing fetus [1], [2]. In addition, 

unbalanced nutrition results in several disorders, such as gestational diabetes, hypertension, and 

developmental problems in the fetus. In fact, maintaining a balanced diet can help effectively reduce these 

disorders [3], [4]. Additionally, it can improve the health and well-being of both mother and fetus [5]. 

Pregnant women's nutrition fulfilment process will have implications for the budget owned [6]. 

When expecting mothers to have limited budgets, they prioritize using them for other purposes rather than 

fulfilling their nutritional needs. However, the food type and amount of nutrients consumed during pregnancy 

can significantly impact on the health of the mother and fetus. A healthy meal pattern has a positive effect on 

reducing the level of stress in the pregnant woman [2]. Therefore, it is necessary to educate pregnant women 

to implement a cost-effective nutrition plan when encountering uncertain economic conditions [7], [8]. 

Pregnant women can implement menu planning to be more effective and efficient. 

Metaheuristic methods are advanced computational methods used to solve complex optimization 

problems. Metaheuristic methods provide efficient solutions to large-scale non-linear issues in various 

domains [9]–[11]. Population-based optimization methods are a subset of metaheuristic approaches [12]–[14]. 

https://creativecommons.org/licenses/by-sa/4.0/
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These methods are often implemented in menu planning problems. In the last five years of research, menu 

planning has been done for stroke patients [15], school lunches [16], and diet programs [17] as shown in  

Table 1. No researcher has planned food menus for pregnant women, even though this is very much needed.  

In addition, the methods used are still mathematical. So, this study is a novelty that other researchers have not 

done, namely, food menu planning for pregnant women with population-based optimization methods. 

Based on the previous explanation, designing food menus during pregnancy is very important to 

balance nutritional intake with appropriate costs. The purpose of this study is to automatically plan food 

menus for pregnant women based on their dietary needs and budget. The population-based optimization 

method will be implemented to help find automatic food menu planning with optimal results. The results 

obtained are expected to help reduce health risks related to nutrition and oxidative stress. In addition, it is 

hoped that regardless of financial conditions, all pregnant women have equal access to the best food to 

support a healthy pregnancy and prevent stunting. 
 

 

Table 1. Previous research about menu planning problem 
Researchers Method Object 

[15] Linear programming, Integer programming, delete-reshuffle algorithm Stroke patient 

[16] Multi-objective optimization Children in school 
[17] Linear programming Diet program 

 

 

2. METHOD 

2.1.  Problem definition 

Adequate nutrition is critical during pregnancy to prevent stunting. Pregnant women need to fulfill five 

main components in every daily meal: staple food (SF), vegetables (VG), plant-source food (PS), animal-source 

food (AS), and complementary (CP). Based on previous studies [18], the factors calculated to determine 

maternal nutritional needs are total energy expenditure (TEE), basal energy expenditure (BEE), physical activity 

rate, and stress rate. However, pregnant women often neglect to consider this due to cost constraints [19], [20]. 

This study extends the work of Kurnianingtyas et al. [18] by considering the cost function to find 

recommendations for a daily menu to fulfill nutrition. Model of this study can be seen in Figure 1. 
 

 

 
 

Figure 1. Model construction in this study 
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2.2.  Data collection 

The data used was obtained from study [18]. There were 55 food items divided into five groups:  

SF, PS, AS, VG, and CP, with each category consisting of 11 items. The characteristics of the dataset used in 

this study are shown in Table 2. 

 

 

Table 2. Dataset characteristics 
Type Nutrient Min-max Mean Var Std 

SF Energy 124.0-916.0 493.3 65189.0 255.3 
Carbo 27.0-170.0 105.2 3103.7 55.7 

Protein 0.6-17.4 7.9 22.6 4.8 

Fat 0.0-28.8 3.3 72.2 8.5 
Cost 3,000-15,000 6090.9 15290909.1 3910.4 

PS Energy 45.0-299.0 124.9 8181.4 90.5 

Carbo 1.25-20.85 6.9 34.6 5.9 
Protein 4.35-21.9 7.8 25.7 5.1 

Fat 0.25-21.3 7.4 59.5 7.7 

Cost 1,250-5,000 2613.6 1967045.5 1402.5 
AS Energy 21.6-333.6 163.1 8523.2 92.3 

Carbo 0.0-26.72 9.5 81.9 9.0 

Protein 0.64-38.8 16.6 124.5 11.2 
Fat 0.4-18.72 8.3 32.5 5.7 

Cost 6,400-12,000 9236.4 4398545.5 2097.3 
VG Energy 16.0-424.0 174.5 17902.5 133.8 

Carbo 2.0-58.2 18.7 264.1 16.3 

Protein 0.4-30.6 9.1 94.2 9.7 
Fat 0.4-20.0 7.4 50.2 7.1 

Cost 4,000-9,000 6090.9 2490909.1 1578.3 

CP Energy 45.0-127.5 81.4 595.8 24.4 
Carbo 6.0-30.0 17.1 47.1 6.9 

Protein 0.45-4.95 1.4 1.5 1.2 

Fat 0.0-9.75 1.5 8.5 2.9 
Cost 3,000-18,000 6920.5 30975852.3 5565.6 

 

 

2.3.  Modeling 

Four optimization models, genetic algorithm (GA), particle swarm optimization (PSO), duck swarm 

algorithm (DSA), and whale optimization (WO), are used to recommend the daily diet of pregnant women. 

All four models are population-based algorithms that use a population to simultaneously explore the solution 

space. Furthermore, each individual in the population is considered a potential solution to the problem. In this 

study, solution i can be expressed in (1). 

 

x𝑖 =  [𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑆𝐹
, 𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑃𝑆

, … , 𝑥𝑖𝑑𝑖𝑛𝑛𝑒𝑟,𝐶𝑃
] (1) 

 

Meanwhile, the initial population consist of P randomly initialized solution expressed in (2). 

 

Ρ = {x1, x2, … , xΡ} (2) 

 

Each solution needs to be evaluated with a fitness function 𝑓(x), which evaluates its quality. In this 

study, 𝑓(x) uses a cost function that considers the nutritional penalty value and the price of each food 

ingredient. The calculation of the nutritional penalty value is defined by the sum of the difference between 

the nutritional need (𝑛𝑛) and the nutritional gain (𝑛𝑔), as in (3). 

 

𝑓(penalty) = ∑(𝑛𝑛x − 𝑛𝑔x) (3) 

 

Meanwhile, in (4) shows the fitness function used in this study, where C is the price of each food ingredient. 

 

𝑓(x) = 0.997 × 𝑓(penalty) + 0.003 × ∑ Cx𝑖
 (4) 

 

The weight values on the penalty value and the cost of each food are not comparable. However, the previous 

study made a proportional effort by assigning weights to the penalty value and cost of 0.997 and 0.003, 

respectively. 

GA is a heuristic search technique inspired by the process of biological evolution. There are six 

steps to implement GA: chromosome representation, initial population, fitness function, selection, crossover, 
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and mutation. The selection process is carried out to select chromosomes that will be used to produce 

offspring. This selection is based on fitness value using the Elitism selection method shown in (5). 

 

Ρ (𝑡 + 1) = {x1, … , xΡ} ∪ {xΡ+1, xΡ+2, … , xN} (5) 

 

Afterward, a single-point crossover process is performed to produce offspring from the two parent 

chromosomes by combining parts of the two chromosomes, as shown in (6) and (7). 

 

x𝑐 =  [𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑆𝐹
, 𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑃𝑆

, … , 𝑥𝑖𝑑𝑖𝑛𝑛𝑒𝑟,𝐶𝑃
] (6) 

 

x𝑑 =  [𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑆𝐹
, 𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑃𝑆

, … , 𝑥𝑖𝑑𝑖𝑛𝑛𝑒𝑟,𝐶𝑃
] (7) 

 

Meanwhile, the mutation process is carried out to maintain genetic diversity in the population by randomly 

changing the values of some variables in the chromosomes shown in (8). 

 

x𝑖
′ =  [𝑥𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑆𝐹 , … , 𝑥𝑙𝑢𝑛𝑐ℎ,𝑆𝐹

′ , 𝑥𝑑𝑖𝑛𝑛𝑒𝑟,𝐶𝑃] (8) 

 

PSO is a population-based optimization algorithm inspired by the social behavior of birds or fish 

searching for food. Each particle in PSO represents a potential solution by updating the 𝑖-th particle at the  

𝑡 -th iteration. In (9) and (10) calculate particle position and velocity. 

 

x𝑖(𝑡) =  [𝑥𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑆𝐹
(𝑡), … , 𝑥𝑖𝑑𝑖𝑛𝑛𝑒𝑟,𝐶𝑃

(𝑡)] (9) 

 

v𝑖(𝑡) =  [𝑣𝑖𝑏𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡,𝑆𝐹
(𝑡), … , 𝑣𝑖𝑑𝑖𝑛𝑛𝑒𝑟,𝐶𝑃

(𝑡)] (10) 

 

Furthermore, for velocity and position updates, in (11) and (12) are shown where 𝜔 is the inertia factor,  

𝑐1 and 𝑐2 are the acceleration coefficients for cognitive and social influences, 𝑟1 and 𝑟2 respectively. 

 

v𝑖(𝑡 + 1) =  𝜔v𝑖(𝑡) + 𝑐1𝑟1(p𝑖 − x𝑖(𝑡)) + 𝑐2𝑟2(g − x𝑖(𝑡)) (11) 

 

x𝑖(𝑡 + 1) =  x𝑖(𝑡) +  v𝑖(𝑡 + 1) (12) 

 

Additionally, WO [21] and DSA [22] are algorithms that incorporate elements from PSO. WO adds 

the social behavior and feeding behavior of walruses [23]. Meanwhile, DSA modifies some aspects that 

reflect the unique behavior of ducks. Therefore, the mathematical calculations are similar to PSO, as shown 

by (9) to (12). 

 

2.4.  Parameter input 

To execute the method, initialize the input parameters. The input parameters help control the 

algorithm's behavior and determine the resulting solution's quality [24], [25]. All four methods are 

population-based. Thus, all methods use the same population size and number of iterations, 100. This 

condition strives for each method to operate under the same conditions. This standardization is essential for a 

fair comparison of the method's performance in finding daily menus for pregnant women based on nutritional 

needs and cost constraints. In addition, some parameters were chosen based on their effectiveness in previous 

studies [18], [26], [27] that have found optimal solutions. These parameters were chosen to balance 

exploration and exploitation to facilitate efficient convergence to the optimal solution [28], [29]. The 

initialization of input parameters used by GA, PSO, DSA, and WO are shown in Table 3. 

 

2.5.  Evaluation 

The performance of the four methods was evaluated to recommend the best method for solving similar 

problems. The evaluation used a one-way analysis of variance (ANOVA) and Tukey's honestly significant 

difference (HSD) test in this study. ANOVA is used to see if there is a significant difference in [30] the fitness 

results produced by GA, PSO, DSA, and WO. Meanwhile, Tukey's HSD test to determine which methods are 

different from each other [31]. This calculation assumes (𝐻0) that there is no difference in average performance 

between GA, PSO, DSA, and WO. The Tukey's HSD test stage can be done if the p-value < ∝. 
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Table 3. Parameter input 
Methods Parameter 

GA Population size 100 
Iteration number 100 

Crossover rate 0.8 

Mutation rate 0.01 
PSO Swarm size 100 

Iteration number 100 

Inertia weight 0.5 
Cognitive coefficient 1.5 

Social coefficient 1.5 

DSA Swarm size 100 
Iteration number 100 

Attraction factor 0.7 

Cognitive coefficient 0.3 
WO Swarm size 100 

Iteration number 100 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Best model parameters 

Parameter tuning is important to ensure the optimization algorithm works effectively and efficiently. 

Parameter tuning influences the solution generated by the optimization method [32], [33]. With the best 

parameters, the algorithm can find better solutions, converge faster, and adapt to optimization problems. In this 

study, parameter tuning is conducted on parameters besides population size and number of iterations. Hence, 

parameter tuning is only executed using three methods, namely GA, PSO, and DSA as shown in Figure 2. By 

using the population size and iteration size according to Table 3, GA obtained the best crossover and mutation 

values as 0.7 and 0.3, PSO had the best 𝜔, 𝑐1, and 𝑐2 values equal to 0.5, 1.6, and 1.6, and DSA obtained the 

best P and FP values at 0.5 and 0.5. Therefore, a summary of the best parameters to be used to compare the 

performance of the four methods is addressed in Table 4. 

 

 

Table 4. Best input parameters of the tuning process 
Methods Parameter 

GA Population size 100 
Iteration number 100 

Crossover rate 0.7 

Mutation rate 0.3 
PSO Swarm size 100 

Iteration number 100 

Inertia weight 0.5 
Cognitive coefficient 1.6 

Social coefficient 1.6 

DSA Swarm size 100 
Iteration number 100 

Attraction factor 0.5 

Cognitive coefficient 0.5 
WO Swarm size 100 

Iteration number 100 

 

 

3.2.  Model comparison 

GA, PSO, DSA, and WO models have been successfully implemented in pregnant women's diet 

planning. However, the four methods have different performance results. Based on the ANOVA test results 

in Table 5(a), there is a significant difference between the models. It is indicated by the 𝑝-value equal to 0, 

implying a statistically significant difference between the models. Based on these results, 𝐻0 is rejected. 

There is a significant difference between GA and PSO, DSA, and WO models. The t-test as, shown in  

Table 5(b), shows that the GA presented the most crucial average difference and the highest test value.  

In addition, GA has a broader confidence interval value, indicating a more substantial variation in the 

solution results. Also, based on the Tukey test shown in Table 5(c), GA showed a significant difference from 

the other models as having statistically different performance results, while the others showed no significant 

difference. As seen in Figure 3, the solutions reaching the global optimum in GA, PSO, DSA, and WO are 

439.73, 382.76, 367.18, and 385.97, respectively. GA differs from PSO, DSA, and WO because GA is part of 

the evolutionary algorithm (EA) approach, and the three others are included in swarm intelligence (SI)  

[34], [35]. The two approaches have different characteristics. EA is often used in optimization problems 

involving global search and extensive exploration. Meanwhile, SI is suitable for problems requiring dynamic 
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adaptation and agent collaboration [36], [37]. Therefore, a significant difference in model performance 

occurs with GA. The detailed parameters for the best solutions obtained by each model are presented in 

Figure 2. Figure 2(a) illustrates the optimal parameter configuration for GA, which produced the highest 

global optimum value of 439.73. Figure 2(b) presents the optimal parameters obtained by PSO, achieving a 

global optimum of 382.76. Meanwhile, Figure 2(c) shows the optimal parameters for DSA, resulting in a 

global optimum of 367.18. These parameter settings highlight the differences in search strategies and solution 

quality achieved by each optimization method. 
 
 

  
(a) (b) 

 

 
(c) 

 

Figure 2. Model comparison result: (a) GA’s best parameter, (b) PSO’s best parameter, and (c) DSA’s best 

parameter 
 
 

 
 

Figure 3. Model comparison result 
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Table 5. Evaluation model result: (a) ANOVA result, (b) One sample t-test, and (c) Tukey’s HSD analysis 

(a) 
Source Sum of squares Degrees of freedom Mean square F-statistic p-value 

Between groups 724.782428 3 20.132845 20.132845 0 

Within groups N/A 36 N/A N/A N/A 

Total N/A 39 N/A N/A N/A 

 

(b) 
Model Test value t df Sig. (2-tailed) Mean difference 95% confidence interval of the difference 

Lower Upper 

GA 439.73 4.299 9 0.002 277.61200 131.5187 423.7053 

PSO 382.76 3.435 9 0.007 7.13600 2.4364 11.8356 
DSA 367.18 4.803 9 0.001 60.13400 31.8093 88.4587 

WO 385.97 4.412 9 0.002 56.16400 27.3672 84.9608 

 

(c) 
Group 1 Group 2 Mean difference p-adj Lower bound Upper bound Reject 

DSA GA 290.028 0 162.3636 417.6924 TRUE 

DSA PSO -37.418 0.8588 -165.0824 90.2464 FALSE 

DSA WO 14.82 0.9892 -112.8444 142.4844 FALSE 
GA PSO -327.446 0 -455.1104 -199.7816 TRUE 

GA WO -275.208 0 -402.8724 -147.5436 TRUE 

PSO WO 52.238 0.6906 -75.4264 179.9024 FALSE 

 

 

3.3.  Model recommendation result 

Based on the comparison results of the four models, DSA achieved the lowest fitness value, 

approximately 367.18. This indicates that DSA has superior performance among the tested models. Table 6 

presents the daily recommended menu based on these results. 

 

 

Table 6. Recommendation menu of the best model outputs 
Mealtime  

Code 

Meal code Meal name Meal 

weight (gr) 

Calories 

(kcal) 

Carbohydrates 

(gr) 

Proteins 

(gr) 

Fat 

(gr) 

Cost (Rp) 

Breakfast 4 SF White sticky rice 200 326 52 6 1 5,000 
7 PS Oncom 50 93.5 11 7 3 1,500 

8 AS Yellow pickled tilapia 80 264 10 14 19 6,400 

10 VG Cucumber 200 16 3 0 0 4,000 
7 CP Guava 150 73.5 18 1 0 3,000 

Lunch 4 SF White sticky rice 200 326 52 6 1 5,000 

7 PS Oncom 50 93.5 11 7 3 1,500 
9 AS Steamed carp 80 167.2 9 12 9 8,000 

10 VG Cucumber 200 16 3 0 0 4,000 

9 CP Sweet orange 150 67.5 17 1 0 4,875 
Dinner 6 SF Rice vermicelli 200 696 164 9 0 3,000 

4 PS Fried tempeh 50 168 4 10 14 1,500 
9 AS Steamed carp 80 167.2 9 12 9 8,000 

10 VG Cucumber 200 16 3 0 0 4,000 

7 CP Guava 150 73.5 18 1 0 3,000 
Total 2563.9 384 87 61 62,775 

 

 

4. CONCLUSION 

Nutritional needs are essential to maintain maternal and fetal health during pregnancy. However, the 

fulfilment of nutritional intake will be constrained by the budget owned. This study aims to help pregnant 

women plan a daily food menu by considering the required nutritional intake with a minimum budget divided 

into five food item categories: SF, PS, AS, VG, and CP. In addition, this study also tries to find the best 

method from four proposed methods: GA, PSO, DSA, and WO. The four methods were evaluated using the 

ANOVA and Tukey's HSD tests and comparing the fitness values obtained. The evaluation results show that 

GA significantly differs from other models with a fitness value equal to 439.73. GA tends to have more 

varied fitness results. Other than GA, the other three models do not have significant differences, but DSA is 

the most superior method compared to others, with a fitness value calculated at 367.18. This study has 

successfully provided daily menu recommendations to pregnant women, considering nutritional needs and 

budget. However, it is still necessary to explore various optimization methods and combine them with other 

artificial intelligence methods to provide more significant benefits and increase innovation in menu planning 

technology for pregnant women to prevent stunting. Recent advances show that learning- or hybrid-based 
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metaheuristics can enhance population-based search for practical decision-making problems, indicating a 

promising direction for integrating evolutionary/swarm methods with AI-driven components. 
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