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 Our research evaluates the effectiveness of the long short-term memory 

(LSTM) model in forecasting annual year-on-year (YoY) inflation across 82 

cities in Indonesia based on time series data from BPS economic reports for 

2014-2024. This study tests the accuracy of the model in reconstructing past 

inflation patterns, then evaluates the capabilities and limitations of the model 

in various urban area contexts with the root mean square error (RMSE), 

mean absolute percentage error (MAPE), and coefficient of determination 

(R2) metrics. The findings show that LSTM performs well in metropolitan 

areas such as Jakarta, Bandung, and Surabaya with R2 values >0.8 and the 

lowest MAPE of 10.91% in Jakarta. However, in small cities with higher 

economic volatility such as Tanjung Pandan, the model shows significant 

prediction errors (R² <0.50 and MAPE up to 283.11%). Moderate 

performance (0.50≤ R² ≤0.80) was found in cities such as Palembang, 

Semarang, and Makassar, reflecting the model's adaptive ability to moderate 

inflation patterns. These results emphasize the important role of structured 

economic data in improving the reliability of predictions, so that the policy 

implications of this study include the use of the LSTM model as an early 

warning system by fiscal and monetary authorities, as well as the need for a 

data-based inflation control strategy to strengthen regional and national 

economic resilience in supporting sustainable development towards 

Indonesia Emas 2045. 
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1. INTRODUCTION 

Inflation is one of the fundamental macroeconomic indicators to assess the economic stability of a 

country or region. Inflation reflects the increase in the price of goods and services over a certain period of 

time, which directly affects purchasing power, financial stability, and economic growth. In Indonesia, 

inflation is an important issue, especially at the city level, due to economic decentralization, which causes 

structural heterogeneity in the regional economy, fiscal policy, and responses to global dynamics such as the 

influence of the rupiah exchange rate against foreign currencies [1]–[4]. 

Accurate inflation forecasting is essential for effective fiscal and monetary policy management. 

Reliable predictions enable policymakers to implement strategic measures to maintain price stability and 

support sustainable economic growth. Advances in artificial intelligence certainly play an important role [5]. 

One method that shows great potential in time series data analysis such as this study is long short-term 

memory (LSTM). LSTM is one of the artificial neural network architectures designed to capture complex 

patterns and long-term dependencies in sequential data. Research by Sumarjaya and Susilawati [6] shows the 

https://creativecommons.org/licenses/by-sa/4.0/
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success of LSTM in predicting monthly inflation in Denpasar, with accurate prediction results. However, this 

study only covers one city and has not considered the aspect of structural heterogeneity in other regions. 

Other studies [4] emphasize the relationship between inflation and economic growth, but do not explore the 

role of AI-based methods in inflation prediction. Research by Vargas [7] compared several machine learning 

methods, including LSTM, to predict inflation in Costa Rica. LSTM proved to be one of the best performing 

methods. This finding indicates the great potential of LSTM in inflation prediction, although this study is 

limited to the Costa Rican context and has not explored heterogeneity across regions. Further research [2] 

applied various machine learning algorithms to predict inflation during the economic crisis in Sri Lanka. 

Therefore, there is still a research gap in previous studies. Gaps such as geographical differences, 

have not discussed the inflation specifications of cities in Indonesia, model assessment indicators are still rare 

using the coefficient of determination (R²). So, it is clear that the novelty offered is to evaluate the accuracy 

of the LSTM model in predicting monthly inflation for 82 cities in Indonesia, which has never been done 

comprehensively. By integrating a data-driven approach and contextual analysis at the city level, this study 

makes a significant contribution to improving the quality of predictions. The results are expected to provide 

an in-depth understanding of the inflation patterns in regions of Indonesia, support data-driven policy 

making, and promote price stability and sustainable economic growth. 

 

 

2. METHOD 

2.1.  Long short-term memory 

The LSTM model as a variant of the recurrent neural network (RNN), as shown in Figure 1, begins 

with data collection and cleaning [8]. Inflation data from various cities is organized, then the cleaning process 

is carried out by removing irrelevant columns and removing not a number (NaN). Furthermore, a lag feature 

is added to include inflation values in previous months as a predictor, which helps LSTM understand 

temporal patterns [9]. The processed data is then normalized using standard methods to ensure that all 

features are on the same scale. This speeds up the training process. After the data is ready, the data is divided 

into two parts, namely training and testing data. Then the data dimensions are converted into a three-

dimensional format to meet the input needs of the LSTM: number of samples, amount of time, and number of 

features. The LSTM model is designed with several layers, starting from the input layer, followed by several 

layers equipped with dropout layers to prevent overfitting, and ending with a dense layer that produces output 

in the form of inflation prediction values as output. The model is trained using Adam optimization and mean 

squared error (MSE) loss function to minimize the difference between predicted and actual values. After 

training is complete, the model is evaluated using metrics such as mean absolute error (MAE), mean absolute 

percentage error (MAPE), and R² [10]–[13]. If the validation results show that the model performs well, then 

the model is applied to the test data, and the predicted results are compared with the actual data. However, if 

the model does not perform well based on the evaluation metrics, hyperparameter tuning is performed to 

improve accuracy. After tuning, the model is evaluated again. If there is an improvement in performance, the 

model goes back to the validation stage to ensure the accuracy of the results. On the other hand, if the model 

has not improved significantly, the next step is to make further improvements, such as changing the 

preprocessing method or updating the number of epochs. Once the best model is obtained, the process can 

proceed to the implementation and policy analysis stage. 

 

 

 
 

Figure 1. Research flowchart LSTM 
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2.2.  Model validation 

2.2.1. Mean absolute error 

MAE is a metric used to evaluate the accuracy of a forecasting model. A smaller MAE value indicates 

a higher level of accuracy and smaller average prediction errors [14]–[16]. MAE is formulated in (1): 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑓𝑖 − 𝑦𝑖|𝑛

𝑖  (1) 

 

in (1), 𝑓𝑖 represents the predicted value for the i-th data point where i=1,2,…,n. The variable 𝑦𝑖  denotes the 

actual value corresponding to the i-th data point, with i taking the same range. Lastly, n refers to the total 

sample size used in the calculation. 

 

2.2.2.  Root mean squared error 

Root mean square error (RMSE) is the average sum of the squares of the errors, and can also be 

defined as a measure of the error produced in a forecast or prediction model [17]. A lower value indicates a 

better RMSE value. The RMSE value can be found using (2) [15], [18], [19]: 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑓𝑖−𝑦𝑖)2𝑛

𝑖=1

𝑛
     (2) 

 

in (2) for 𝑓𝑖 represents the forecasted result value (prediction) for the i-th data point, where i ranges from 1 to 

n. The variable 𝑦𝑖  indicates the actual observed value corresponding to the i-th data point within the same 

range. Lastly, n denotes the total size of the sample used in the analysis. 

 

2.2.3.  Mean absolute percent error 

MAPE is a measure that shows the level of relative error by presenting it in percentage form. It 

states the percentage error of the forecast results with actual demand in a certain period of time. This value 

indicates the percentage of error and provides an overview of predictions that are made too high or low 

compared to the actual data [15], [17], [20]. The MAPE value is found using (3). In (3) described 𝑓𝑖 as the 

predicted value for the i-th data point, 𝑦𝑖  represents the corresponding actual value for the i-th data point, and 

n is the total number of data points in the sample [19], [21]. 

 

𝑀𝐴𝑃𝐸 =
100

𝑛
 ∑

|𝑦𝑖−𝑓𝑖|

| 𝑦𝑖 |

𝑛
𝑖=1  (3) 

 

2.2.4.  Coefficient of determination 

The R2 is a statistical metric that shows how well a regression model predicts or explains the 

variability of the target data formulated according to (4). R2 formula in (4) is the square of the correlation 

coefficient (r) between the actual value (𝑦𝑖) and the predicted value (𝑦̂𝑖) used to measure the extent to which 

the predicted value can explain the variance of the actual value. After that, the r value is squared to obtain R2, 

which shows the proportion of the actual value variance that can be explained by the prediction model. The r 

value (correlation coefficient) ranging from -1 to 1 in this study was not used considering that the definition 

of the value (negative) is difficult to interpret while R2 which ranges from 0 to 1, where a value of 1 means 

that the prediction model is fully able to explain the variance of the actual value, while a value of 0 indicates 

that the model does not explain the variance in the actual value [15], [21]–[24]. 

 

𝑅2 = (
∑(𝑦𝑖− 𝑦̅)(𝑦𝑖− 𝑦̅̂)

√∑(𝑦𝑖− 𝑦̅)2. ∑(𝑦̂𝑖− 𝑦̅̂)2
)

2

          (4) 

 

2.3.  Data and scoring 

This study uses annual inflation rate data consisting of 115 rows, i.e start from December 2014 until 

June 2024. In this case, 82 cities analyzed in the dataset includes Meulaboh, Banda Aceh, Lhokseumawe, 

Sibolga, Pematangsiantar, Medan, Padangsidimpuan, Padang, Bukittinggi, Tembilahan, Pekanbaru, Dumai, 

Bungo, Jambi, Palembang, Lubuklinggau, Bengkulu, Bandar Lampung, Metro, Tanjung Pandan, 

Pangkalpinang, Batam, Tanjung Pinang, Jakarta, Bogor, Sukabumi, Bandung, Cirebon, Bekasi, Depok, 

Tasikmalaya, Cilacap, Purwokerto, Kudus, Surakarta, Semarang, Tegal, Yogyakarta, Jember, Banyuwangi, 

Sumenep, Kediri, Malang, Probolinggo, Madiun, Surabaya, Tangerang, Cilegon, Serang, Singaraja, 

Denpasar, Mataram, Bima, Maumere, Kupang, Pontianak, Singkawang, Sampit, Palangka Raya, Tanjung, 

Banjarmasin, Balikpapan, Samarinda, Tarakan, Manado, Palu, Bulukumba, Watampone, Makassar,  
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Pare-Pare, Palopo, Kendari, Baubau, Gorontalo, Mamuju, Ambon, Tual, Ternate, Manokwari, Sorong, 

Merauke, and Jayapura. After the data is cleaned, normalization is carried out using the standardization 

method to ensure a uniform data scale, with the formula in (5) where x is the actual value, and is the average 

value and is the standard deviation (𝜎): 

 

𝑧 =  
𝑥 − 𝜇

𝜎
     (5) 

 

The dataset was then divided into a training set (80%) and a test set (20%), and its dimensions were 

converted to a three-dimensional format (n×t×f), where n is the number of samples, t is the number of lag 

features (lag time), and f is the number of features. In the model building stage, an LSTM architecture was 

designed with an input layer to receive the three-dimensional data, followed by multiple LSTM layers to 

capture temporal patterns with gradually decreasing units (256 → 128 → 64). A dropout layer was added to 

prevent overfitting, and a dense layer was used to generate monthly inflation predictions. The model was 

optimized using the MSE loss function and the Adam algorithm. 

The model training process was carried out with parameters such as 100 epochs, a batch size of 16, 

and using an early stopping callback to stop training if the validation performance does not improve after  

15 epochs, and ReduceLROnPlateau to adaptively reduce the learning rate. After training, the model was 

evaluated using metrics such as MAE, MAPE, and R2. The evaluation results were compared for each city, 

and a prediction visualization in the form of an actual vs predicted graph was created to understand the  

model performance. 

 

 

3. RESULTS AND DISCUSSION 

Figure 2 shows the Annual Inflation Graph for the period 2015 to 2024 for five cities in Indonesia, 

which shows quite dynamic inflation rate fluctuations in the areas of Meulaboh, Banda Aceh, Lhokseumawe, 

Sibolga, and Pematang-Siantar. The x-axis represents the year, while the y-axis shows the inflation rate. Each 

city is represented by a different color and marker, indicating inflation fluctuations over time. The graph shows 

marked volatility, especially in the early years, with sharp peaks and troughs, indicating periods of high and 

low inflation. From 2020 onwards, there has been a marked decline followed by an upward trend that peaked 

around 2022 before stabilizing in recent years. This pattern suggests that external economic factors, such as 

global disruptions and domestic policies, have affected inflation dynamics differently across cities. 

Figure 3 describes the comparison of inflation rates between Merauke City and Jayapura City, there 

are the last 2 cities in data. Both cities showed quite significant fluctuations in inflation rates during the 

period. Merauke tends to have a higher inflation rate than Jayapura, especially at the beginning of the 

observation period. However, over time, the difference in inflation rates between the two cities tends to 

narrow. There are several peaks and valleys of inflation that occur in both cities, indicating seasonal factors 

or certain economic events that affect price levels in both areas. 

 

 

 
 

Figure 2. Annual inflation of 5 early cities 
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Figure 3. Annual inflation of the last 2 cities 

 

 

Table 1 reflects the yearly inflation rates in five cities are Meulaboh, Banda Aceh, Lhokseumawe, 

Sibolga, and Pematangsiantar. Each row in the table represents the inflation rate for a certain period that is 

consistent across the five cities. In general, inflation in Lhokseumawe tends to be higher than other cities, 

with a maximum value reaching 8.53 (12/01/2014), indicating that the city may experience greater price 

pressures or more significant economic volatility than other cities. 

 

 

Table 1. First eleven rows of data for the first five cities and statistical results of the cleaned dataset 
YoY Meulaboh Banda Aceh Lhokseumawe Sibolga Pematangsiantar 

12/01/2014 8.2 7.83 8.53 8.36 7.94 
12/01/2015 0.58 1.27 2.44 3.34 3.36 

12/01/2016 3.77 3.13 5.6 7.39 4.76 

12/01/2017 4.76 4.86 2.87 3.08 3.1 
12/01/2018 2.15 6.7 2.63 2.76 3.08 

12/01/2019 4.28 1.38 1.2 2.58 1.54 

12/01/2020 4.24 3.46 3.55 2.42 2.78 
12/01/2021 2.07 2.41 1.97 1.86 2.12 

12/01/2022 6.56 6 5.37 6.43 6.16 

12/01/2023 1.42 1.53 1.56 2.8 2.3 
06/01/2024 3.94 2.07 2.97 3.75 2.89 

 

 

In line with Tables 1 and 2 shows yearly inflation data in five cities in eastern Indonesia, namely 

Ternate, Manokwari, Sorong, Merauke, and Jayapura. Each row represents the inflation rate for the same 

time period among the five cities. Merauke City shows a consistently higher inflation rate than other cities, 

with a peak value reaching 12.31, indicating the potential for significant economic pressure in the region. In 

contrast, Manokwari tends to have the lowest and most stable inflation rate, with values mostly ranging 

around 5–6. Other cities, such as Ternate and Sorong, have fluctuating inflation rates but tend to be in the 

middle range. Meanwhile, Jayapura shows a more varied pattern, with inflation rates sometimes approaching 

the highest values in this dataset. 
 

 

Table 2. Seven rows of the last 5 cities of the cleaned data set statistics results 
Ternate Manokwari Sorong Merauke Jayapura 

9.34 5.7 6.83 12.31 7.98 
8.26 5.66 7.2 11.84 5.72 

8.11 5.39 6.81 11.65 5.96 

7.92 6.64 7.11 9.25 5.99 
7.83 6 7.06 9.43 7.83 

8.64 5.33 6.62 9.07 6.82 

8.22 6.15 8.93 8.35 8.15 
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The plot in Figure 4 illustrates the comparison between the actual value and the predicted value of 

inflation in Tanjung Pandan City, which is the city with the lowest R2 value among other cities with a value 

of 0.48 based on the data used. The horizontal axis (x-axis) represents the time index or a certain period, 

while the vertical axis (y-axis) shows the inflation value. The blue line depicts the actual value, and the 

orange line shows the predicted results from the model. From this visualization, it can be seen that the 

prediction model is quite good at capturing the general pattern of the actual data, although there are some 

striking differences in certain periods. The actual data shows larger fluctuations, especially in the period 

around the 5th and 13th index, where there is a sharp increase in the actual data that is not fully followed by 

the prediction model. In contrast, the prediction tends to be smoother with smaller fluctuations. In addition, in 

some parts, the predicted value is higher than the actual value, for example in the period around the 10th to 

12th index. Conversely, in the final period, the actual value drops more drastically than the prediction. This 

difference indicates that the model has limitations in capturing extreme variations or spikes that occur in the 

actual data. 

 

 

 
 

Figure 4. Results of actual data analysis and predictions for Tanjung Pandan City 

 

 

Figure 5 represents a comparison between the actual and the predicted inflation values for Malang 

City based on the given data. According to the R2 result, Malang City has the highest value of all the cities, at 

0.92. The horizontal axis (x-axis) represents the time index or a certain period, while the vertical axis (y-axis) 

shows the inflation value. The blue line depicts the actual data, while the orange line depicts the predicted 

results from the model used. From this visualization, it can be observed that the trend of the predicted data 

follows the general pattern of the actual data, although there are significant differences at certain points. The 

actual data shows sharper fluctuations, especially around the 10th time index, where there is a drastic 

decrease in the actual value, while the prediction remains in a smoother decreasing pattern. In the next 

period, the prediction tends to approach the actual value, but still shows a small deviation. This plot reflects 

that the prediction model is quite capable of capturing the general pattern of the inflation trend in Malang 

City, but is less sensitive to sudden fluctuations or extreme changes that occur in the actual data. 

Table 3 describes the distribution of cities with the lowest R² values. The analysis results show 

model's performance in predicting monthly inflation varies across these four cities, with accuracy levels 

ranging from low to quite good. Tanjung Pandan City recorded a value R2 of 0.489, indicating low 

performance, with a very large error rate such as MAPE reaching 292.78%. This indicates that the inflation 

pattern in the city is difficult to capture by the model, possibly due to fluctuating data or significant 

anomalies [25]. 
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Figure 5. Results of actual data analysis and predictions for Malang City 

 

 

Table 3. Distribution of cities with the lowest R² values (R2 ≤0.60) 
City MAPE R² 

Tanjung Pandan 283.11 0.49 

Manado 29.30 0.56 

Mamuju 37.86 0.58 

Ternate 17.41 0.58 
Manokwari 19.10 0.60 

 

 

Table 4 shows the performance of LSTM in predicting monthly inflation rates of 82 cities in 

Indonesia using four metrics MSE, MAE, MAPE, and R². The model performs well in cities such as 

Tasikmalaya, Malang, and Palangka Raya, with R² values ranging from 0.89 to 0.90 and MAPE below 30%, 

highlighting its ability to capture stable inflation patterns. For example, Malang achieves an MSE of 0.83 and 

MAE of 0.71 reflecting accurate predictions. In contrast, cities such as Tanjung Pandan (R²=0.48,  

MAPE=292.78%) and Manado (R²=0.56, MAPE=21.22%) show poor performance, possibly due to data 

volatility or anomalies. Metropolitan cities such as Jakarta (R²=0.75), Bandung (R²=0.78), and Surabaya  

(R²=0.89) performed better, benefiting from structured economic systems and consistent data. However, 

smaller cities such as Sorong (R²=0.68, MAPE=38.60%) and Gorontalo (R²=0.67) faced challenges due to 

irregular patterns or unstable economic conditions. This study emphasizes the importance of adaptive models 

for more accurate inflation predictions across regions, supporting better economic policy planning  

[23], [26]–[28]. The results show that the LSTM model produces accurate predictions in large cities such as 

Jakarta, Bandung, and Surabaya with a R² above 0.8 and a low error rate. For example, Jakarta has a MAPE 

of 10.91%, reflecting an accurate prediction rate. However, in small cities such as Tanjung Pandan, the 

performance of this model is lower, with R² below 0.5 and MAPE of 283.11%. Several cities, including 

Tasikmalaya (R²=0.90), Malang (R²=0.90), and Palangka-Raya (R²=0.893), recorded good performance with 

MAPE below 30%, indicating the model's ability to capture structured inflation patterns effectively. This 

variation is caused by differences in economic stability, data consistency, and other external factors. Large 

cities benefit from stable economic conditions and structured inflation trends, which allow the model to 

capture patterns with high accuracy. In contrast, cities such as Tanjung Pandan experience higher volatility 

due to irregular economic activities, making inflation trends more difficult to predict. The LSTM model is 

effective for areas with stable data patterns but requires additional approaches in areas with fluctuating data. 

Recommendations for development include the integration of more specific exogenous variables such as 

commodity prices, hyperparameter adjustments so that it is expected to support responsive economic policies 

based on local characteristics. 
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Table 4. Final results of model evaluation for each city 
City MSE MAE MAPE R2 City MSE MAE MAPE R2 

Meulaboh 3.17 1.38 33.22 0.76 Kediri 1.95 1.11 25.94 0.83 
Banda Aceh 6.31 1.69 43.29 0.73 Malang 1.50 0.88 19.39 0.90 

Lhokseumawe 1.18 0.92 30.77 0.68 Probolinggo 1.53 0.98 22.16 0.82 

Sibolga 0.83 0.74 19.24 0.72 Madiun 0.26 0.42 14.61 0.83 
Pematangsiantar 1.15 0.92 26.28 0.80 Surabaya 2.36 1.21 23.75 0.89 

Medan 1.84 1.07 34.14 0.72 Tangerang 0.39 0.56 18.13 0.73 

Padangsidimpuan 1.27 0.91 20.16 0.75 Cilegon 0.33 0.47 13.37 0.83 
Padang 2.82 1.36 31.94 0.82 Serang 1.13 0.94 26.39 0.84 

Bukittinggi 2.97 1.46 45.46 0.81 Singaraja 1.56 1.09 31.49 0.67 

Tembilahan 0.57 0.61 26.53 0.63 Denpasar 2.84 1.20 24.26 0.89 
Pekanbaru 0.63 0.63 21.50 0.82 Mataram 2.25 1.11 25.66 0.86 

Dumai 1.09 0.82 19.44 0.79 Bima 0.85 0.69 21.56 0.78 

Bungo 2.69 1.36 48.09 0.80 Maumere 10.07 2.68 67.25 0.75 
Jambi 2.40 1.23 38.93 0.66 Kupang 2.54 1.18 30.52 0.85 

Palembang 1.12 0.82 22.22 0.85 Pontianak 1.37 0.96 30.96 0.78 

Lubuklinggau 0.84 0.75 25.20 0.80 Singkawang 0.82 0.75 25.68 0.80 
Bengkulu 0.96 0.83 21.19 0.73 Sampit 0.46 0.53 16.94 0.81 

Bandar Lampung 0.68 0.64 17.39 0.81 Palangka Raya 1.39 0.88 19.28 0.89 

Metro 1.33 0.90 24.32 0.75 Tanjung 0.64 0.65 23.31 0.73 
Tanjung Pandan 3.04 1.43 283.11 0.49 Banjarmasin 1.25 0.91 23.27 0.78 

Pangkalpinang 2.63 1.21 39.49 0.86 Balikpapan 0.53 0.52 11.54 0.74 

Batam 0.99 0.82 24.12 0.82 Samarinda 0.43 0.56 14.67 0.85 
Tanjung Pinang 1.23 0.90 29.96 0.58 Tarakan 0.45 0.55 21.16 0.75 

Jakarta 0.14 0.27 10.91 0.76 Manado 0.89 0.70 29.30 0.56 

Bogor 0.36 0.49 11.58 0.78 Palu 0.23 0.40 12.43 0.61 
Sukabumi 0.47 0.60 15.29 0.83 Bulukumba 0.29 0.45 14.76 0.76 

Bandung 2.60 1.22 46.14 0.78 Watampone 0.34 0.43 16.35 0.80 

Cirebon 0.92 0.83 22.31 0.77 Makassar 0.89 0.78 20.90 0.83 
Bekasi 1.01 0.88 20.69 0.73 Pare-Pare 1.43 0.97 26.05 0.74 

Depok 2.12 1.05 23.32 0.78 Palopo 0.92 0.77 27.69 0.77 

Tasikmalaya 1.19 0.83 19.08 0.90 Kendari 2.55 1.31 28.58 0.73 
Cilacap 3.00 1.20 23.73 0.86 Baubau 3.00 1.17 21.04 0.70 

Purwokerto 2.50 1.08 21.94 0.82 Gorontalo 1.14 0.94 34.12 0.67 

Kudus 1.52 0.88 17.97 0.84 Mamuju 0.89 0.77 37.86 0.58 

Surakarta 2.43 1.13 21.75 0.89 Ambon 1.64 1.03 20.37 0.74 

Semarang 0.70 0.67 18.07 0.77 Tual 1.05 0.74 16.99 0.72 

Tegal 0.98 0.82 20.04 0.86 Ternate 1.24 0.78 17.41 0.58 
Yogyakarta 2.44 1.15 22.10 0.82 Manokwari 0.91 0.78 19.10 0.60 

Jember 5.93 1.77 32.48 0.81 Sorong 0.69 0.71 37.64 0.68 

Banyuwangi 2.86 1.23 25.11 0.67 Merauke 0.76 0.65 18.17 0.66 
Sumenep 3.80 1.66 29.46 0.85 Jayapura 0.33 0.45 16.56 0.77 

 

 

4. CONCLUSION 

This study describes how effective the LSTM model is at predicting inflation in various Indonesian 

cities, especially in areas with stable inflation trends, such as Jakarta, Bandung, Surabaya, Malang, and 

Tasikmalaya (R²>0.80). However, the model accuracy decreases significantly in cities experiencing high 

economic fluctuations such as Tanjung Pandan, Sorong, and Gorontalo (R²<0.50) which is mostly caused by 

variations in local economic conditions and seasonal influences. Cities with medium prediction performance 

(0.50≤R2≤0.80) such as Palembang, Semarang, Makasar, and several other areas show that the LSTM model 

is adaptive in capturing extreme inflation patterns although improvements are needed for prediction accuracy. 

The difference in performance shows the importance of improving the quality of input data, especially 

through more relevant feature selection, outlier detection and handling, and more comprehensive integration 

of external economic variables such as commodity prices, unemployment rates, interest rates, and fiscal 

policies. This model can be used as an early warning system to assist Bank Indonesia and local governments 

in directing price stabilization and inflation control policies. Cities with high volatility require rapid 

intervention, such as strengthening logistics distribution and stabilizing commodity prices. In contrast, cities 

with stable inflation can focus policies on infrastructure development and long-term investment planning. 

With the results of this study, it is hoped that it can be integrated into Indonesia's national inflation 

monitoring system as a strong and accurate database for state institutions in designing targeted monetary and 

fiscal policies so that they can have an impact. 
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