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 Test Case Prioritization (TCP) has gained wide spread acceptance as it often 

results in good quality software free from defects. Due to the increase in rate 

of faults in software traditional techniques for prioritization results in 

increased cost and time. Main challenge in TCP is difficulty in manually 

validate the priorities of different test cases due to large size of test suites and 

no more emphasis are made to make the TCP process automate. The 

objective of this paper is to detect the priorities of different test cases using 

an artificial neural network which helps to predict the correct priorities with 

the help of back propagation algorithm. In our proposed work one such 

method is implemented in which priorities are assigned to different test cases 

based on their frequency. After assigning the priorities ANN predicts 

whether correct priority is assigned to every test case or not otherwise it 

generates the interrupt when wrong priority is assigned. In order to classify 

the different priority test cases classifiers are used. Proposed algorithm is 

very effective as it reduces the complexity with robust efficiency and makes 

the process automated to prioritize the test cases. 
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1. INTRODUCTION 

Software engineering is the study and application of engineering to the design, development and 

maintenance of the software. The main aim of software testing is to help the designers, developers to build a 

system of higher quality free from defects. Software defects are caused due to the inadequacy of software 

testing. Different tools, algorithms and techniques are needed for efficient and effective testing in order to 

complete the testing process within limited time and budget constraints. Increase the likelihood of revealing 

faults related to specific code changes in the regression testing process.The field of neural networks has a 

history of some five decades but has found application only in the past fifteen years, and the field is still 

developing continuously. Neural networks are collection of elements. Neural network is able to use some 

hidden unknown information in the data. This process of capturing hidden information is called learning or 

training network. We can train a neural network to perform a particular function by adjusting the values of 

the connections (weights) between elements. Many techniques and technologies have been proposed and 

evaluated but so none of the technology focused on to assign the priorities based on their frequency in a 

particular case and to check the accuracy using back propagation algorithm in artificial neural network and to 

differentiate between the highest and lowest priority using classifiers.  

The paper’s organization is as follows: 

1. Section 2 describes the overview of the literature. 

2. Section 3 describes the problem statement. 

3. Section 4 describes the proposed algorithm for prioritization. 
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4. Section 5 describes the result and analysis. 

5. Section 6 covers the conclusion and future work 

 

 

2. LITERATURE SURVEY  

G. Rothermel, R. Untch, C.Chu, M.J.Harrold (2001) discussed the use of test case prioritization in 

regression testing and describes various techniques such as based on total coverage of code components and 

based on fault detection ability. The author concludes that version-specific prioritization produce 

improvements in fault detection rate. Investigation is done to find the alternative prioritization goals and to 

increase the effectiveness. 

Meenakshi vanmali, Abrahem Kandel (2002) presented a new concept of using an artificial neural 

network as an automated oracle for testing software system. Author represents experimental results using a 

two layer neural network to detect the faults within mutated code of small credit card approval application. 

This approach orders the test cases into similar groups instead of ordering them according to their preference 

degree, so these test cases are classified using MLP neural network. 

Erick Cantú-Paz, Chandrika Kamath (2005) presented a comparison of eight combinations of EAs 

and NNs to 8 classification problems. The author experimented with real and binary encoded EAs to train the 

networks. EA Algorithms used to train the network, design their architecture and select the feature subsets. 

Using genetic algorithms to select the feature subset yielded the most accurate classifiers. EA and NN 

combinations were not accurate than networks trained with simple back propagation. 

Dr. Arvinder Kaur and Shivangi Goyal (2011) presented a bee colony optimization algorithm for the 

fault coverage regression test suite prioritization which is done by studying food foraging behavior of bees. 

The Effective of this algorithm has been presented using APFD metrics and chart. The challenge faced in this 

algorithm is the requirement of manual interface for test input data. 

Shifa-e-Zehra Haidry, Tim Miller (2013) proposed a new set of techniques for functional test case 

prioritization based on the inherent structure of dependencies between the tests. The author concludes that 

test suites prioritized by this technique outperforms the random and untreated test suites but not efficient as 

greedy test suites. 

Nida Gokce, Mubariz Eminli(2014) solved the problem by applying classification approach to the 

functional relationship between the test case prioritization group membership and author established the  

important index and frequency for all the events belonging to given group are established. The author 

improved the new test case model based approach in which where instead of ordering test cases according to 

their preference degree, they are automatically divided into groups and hence dataset is classified using MLP 

neural network. 

 

 

3. CURRENT AREAS TO BE WORK UPON 
The problem stated in this paper can be formally stated as: 

There is a document having large number of words. We have to prioritize the words according to 

their frequency in a document and check the accuracy using back propagation algorithm. Differentiate the 

highest and lowest priority words with the help of classifiers for easy predictions. 

Need and Significance: 

Various Test case prioritization techniques are implemented and discussed but yet no such algorithm 

in which test case prioritization is done using neural networks. Artificial neural network helps to correctly 

assign the priorities and it generates the interrupt when wrong priorities are assigned to different test cases. 

There is also a need to make the process automate as no efforts are yet made. 

 

 

4. ALGORITHM 

Calculation of TF-IDF is the most important demanding part of the implemented algorithm. For 

Calculating the TF-IDF value, it is essential to perform tokenization, stop word removal and stemming with 

the help of appropriate algorithm.Optimization TF-IDF was performed using Java language, in order to 

calculate the frequency of a particular word in a document. TF-IDF calculates the relative frequency of each 

word in a document and IDF calculates in formativeness of each word over the entire document. Thus, TF-

IDF value of each word is assigned as a weight in this implemented algorithm in which highest frequency 

word is assigned with highest priority. Different repositories are created to store the words having different 

priority but having same colour as used to classify them. 
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Table 1. Psuedo Code of Proposed Algorithm 
Algorithm_Pseudo code Steps 

Initialize Tf( Tf               Text file ) 

Begin 

For each Df 

{ 

(Df= Dtok,;Df=Dstem;Df++) 

} 

Calculate Df(TF-IDF) 

Assign Wi…..n              Wd 

If(Wd(freq) == highest) 

{ 

Wd  = = Hp; 

Wd - - ;  

} 

Else 

{ 

Wd  = = Lp; 

Wd - - ;  

} 

Neural Network                initialize Weights (word , value) 

For ( i=1 to n ) 

{ 

If ( Wd(Freq) = = NN(Wi) ) 

{ 

Assign correct priority; 

} 

Else 

{ 

Back Propagation Error (Re – initialize weights (word, 

}                                                               value) 

} 

} 

Assign C(Red)                   Wd(Highest) 

Assign (Green)               Wd(Lowest) 

// Intialize the Pdf File 

 
 

 

 
 

//  TF-IDF calculation 

// Assign Weights to every word 
// highest frequency word has highest priority 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

// Back propagation to generate the interrupt 
 

 

 
// Classification of highest and lowest priority words by using classifier 

 

 

5. RESULTS AND ANALYSIS 

Figure 5a: After uploading the Pdf file, Tokenization, stop word removal and stemming is done to 

calculate term frequency of every word in the document in order to assign the weight to each word for 

prioritization meansTF-IDF of file is calculated. 

Figure 5b: Apply Back Propagation algorithm to check whether correct weights are assigned or not. In case 

priority is different from the actual priority of the word, neural networks back propagates the error to increase 

the accuracy.  

Figure 5c: After assigning priorities to different words, repositories are created to store higher and lower 

priority test cases for easy prediction. 

Figure 5d: After assigning the priorities, highlight them in the PDF file uploaded. 

Figure 5e: The proposed technique has higher APFD metric as compared to existing technique. 

Figure 5f: The proposed technique has very less execution time. 
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Figure 5a. TF-IDF of PDF File Figure 5b. Back Propagation Algorithm 

  

 

  
  

Figure 5c. Classification of Different Priorities Figure 5d. Highlight the Priorities 

 

 

 

  
  

Figure 5e. APFD Metric Figure 5f. Execution Time 
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6. CONCLUSION 
In this paper we represent a framework to prioritize the test cases based on TF-IDF, Artificial neural 

networks back propagation algorithm and naïve bayes classifier algorithm. The framework with embedded 

methods gave good results, confirmed our concepts and initial expectations. Evaluation of the algorithm is 

done on various documents. The framework was very stable and reliable. Performed tests have detected a 

sensitivity of the implemented algorithm. The analysis of the documents content showed that the amount of 

unusable words in documents has significant impact on the classification so it is necessary to improve the 

preprocessing of documents to achieve the better results. Classification is very important to easily detect the 

highest priority and lowest priority word in a document. The implemented algorithm increases the robustness, 

efficiency and reduces the complexity. 
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