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ABSTRACT

The existence of vast amounts of multilingual textual data on the internet leads to cross-lingual plagiarism which becomes a serious issue in different fields such as education, science, and literature. Current cross-lingual plagiarism detection approaches usually employ syntactic and lexical properties, external machine translation systems, or finding similarities within a multilingual set of text documents. However, most of these methods are conceived for literal plagiarism such as copy and paste, and their performance is diminished when handling complex cases of plagiarism including paraphrasing. In this paper, we propose a new graph-based approach that represents text passages in different languages using knowledge graphs. We put forward a new graph structure modeling method based on the Transformer architecture that employs precise relation encoding and delivers a more efficient way for global graph representation. The mappings between the graphs are learned both in semi-supervised and unsupervised training mechanisms. The results of our experiments in Arabic–English, French–English, and Spanish–English plagiarism detection show that our graph transformer method surpasses the state-of-the-art cross-lingual plagiarism detection approaches with and without paraphrasing cases, and provides further insights on the use of knowledge graphs on a language-independent model.
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1. INTRODUCTION

Plagiarism is the use of original text data without providing adequate references. This phenomenon is accentuated when the root of plagiarism is in a different language, which is known as cross-lingual plagiarism. Although some research works have been carried out on monolingual plagiarism analysis, to our awareness, cross-lingual plagiarism analysis is still an emerging natural language processing task that has been studied in the literature. The task can be described as follows: Given a suspect document in a certain language, we are interested in checking if it is plagiarized from one or a set of original documents written in other language.

Current cross-lingual plagiarism detection approaches usually employ syntactic and lexical properties, external machine translation (MT) systems, or computing similarities between multilingual documents. Yet, these methods are conceived for literal plagiarism such as copy and paste, and their performance is diminished when handling complex cases of plagiarism including paraphrasing. The literal plagiarism form “copy and paste” in theory, the most easily detected and identifiable textual similarity. Certainly, the detection of this form is similar to checking the identity between two texts. To ingeniously
carry out this analysis automatically, it is required to carry out a word-for-word comparison of texts. Since this process is far too time-consuming to be integrated into commercially oriented or online solutions, as is the case with most of the anti-plagiarism tools, alternative methods had to be produced, which is one of the goals of this present work.

Furthermore, it is an accepted fact that automatically detecting textual semantic similarities such as paraphrase does not amount to detecting a possibility of plagiarism. Plagiarism is copying or paraphrasing text without citing the original reference, but in the case of textual similarity, we cannot know if the texts are similar literally or semantically, and consequently to correlate this similarity with plagiarism. It will then be up to a human to identify whether or not any similarities detected count as plagiarism. Certainly, they can be resulting from coincidences or from properly cited references. In this work, we do not pass judgment or make any decisions; we only focus on finding similar passages between two texts.

We can describe plagiarism detection process as a system composed of two consecutive tasks [1]. The first task is the candidate source retrieval of suspicious documents to compare later, and the second task is the detailed comparison, which is finding alignments of similar passages of pairs of documents, between the suspect document being processed and each of the sources returned by the first task. This paper focuses only on the second task: the cross-lingual comparison between suspect texts and a fixed number of candidate source texts.

In this paper, we proposed cross-lingual graph transformer-based analysis (CL-GTA), an approach for cross-lingual plagiarism detection that aim to represent the whole context by using knowledge graphs simultaneously to broaden and connect the concepts in a textual document. For graph representation, we propose a new model called Graph-Transformer that depends completely on the multi-head attention mechanism [2]. The graph transformer enables direct representation of relations between any two nodes without considering their remoteness in the graph. At last, we evaluate our method and compare it against the state-of-the-art using a dataset composed of manually and automatically created paraphrases, we also evaluate the performance of the analysis using paraphrases only.

The rest of the paper is structured as follows. In Section 2 we cite the state-of-the-art methods in cross-lingual plagiarism detection. In Section 3 we describe the background on transformers and graph neural networks. Then we describe the knowledge graph creation and the graph transformer model for graph representation, and then we conclude the section with the general framework for cross-lingual plagiarism detection. We evaluate in section 4 our approach for Spanish–English, French–English, and Arabic–English corpora, and comparing our results with various state-of-the-art approaches. We also show the results of detecting only paraphrases.

2. RELATED WORK

This section reviews the methods of cross-language similarity computing that have been employed for cross-Lingual plagiarism detection. An effectual algorithm for cross-languages with lexical and syntactic similarities is the cross-language character n-gram (CL-CnG) [3]. It is basically similar to some other monolingual plagiarism detection models [4], [5]. This model is syntax-based that employs character n-grams to model texts, namely, after text segmentation into 3-grams, the authors transformed it into tf-idf matrices of character 3-grams, after that, they used a weighting mechanism and cosine similarity as a metric for similarity computing.

Various methods exist that use parallel corpora, which is called cross-language alignment-based similarity analysis (CL-ASA) [6], [7]. This type of analysis is usually based on a statistical Machine Translation system. It determines how a text passage is probably the translation of other text using a statistical bilingual dictionary – generated with parallel a corpus which contains translation pairs. To make text alignment, this method takes into account the translation probability distributions and the variances in size of parallel texts in distinct languages.

There are two other approaches employing concepts from knowledge graphs like in this paper, they are referred to as cross-language thesaurus-based similarity analysis (CL-TSA) models. The first approach is called MLPlag [8], where the authors used EuroWordNet ontology [9] that changes words into language-independent forms. They also presented two measures of similarity: Symmetric Similarity Measures (MLPlag SYM) which is derived in part from the traditional vector space model (VSM), the second measure is Asymmetric Similarity Measure (MLPlag ASYM) which is the opposite of the previous measure. Other similar method employs a multilingual semantic graph to construct knowledge graphs that represent the context of documents [10].

Other cross language similarity analysis is the cross-language explicit semantic analysis (CL-ESA) [11]. It is built on the classic explicit semantic analysis (ESA) model. This approach models the semantic
meaning of a text by an embedding based on the vocabulary retrieved from Wikipedia, to find a document within a multilingual corpus.

One of the obvious ways to analyze the cross-language plagiarism is the Translation + Monolingual Analysis (T+MA). For example, in [12], the system is simply divided into two components. The MT system that translates suspicious documents into English, they employ the transformer framework for the MT. The second component is the source retrieval it receives as inputs to the translated suspicious document’s n-grams and returns documents ids from the reference English collection. Finally, the system performs the comparison between translated suspicious documents and the sources. In other approach [13], OpenNMT Library [14] is used to train an MT model as an additional requirement to estimate the pairwise similarity between sentences. For the last model, they fine-tuned the Bidirectional Encoder Representations from Transformers (BERT) Multilingual model [15] for the sentence pair classification and put the linear layer for on top of the pooled output of BERT.

In recent years, more approaches based on word embedding have been proposed for the cross-linguistic semantic similarity. Lo and Simard [16] uses BERT with a similarity metric for cross-lingual semantic textual similarity. The metric is based on a unified adequacy-oriented Machine Translation quality evaluation and estimation metric for multi-languages. Another approach [17] uses word embeddings for cross-lingual textual similarity detection instead of lexical dictionaries. They present syntactic weighting in the sentence embedding. By using the Multivac toolkit that includes word2vec, paragraph vector and bilingual distributed representation features, and then assigning weights to the Part Of Speech tag of each word in the sentence. Asghari et al. [18] used Continuous Bag of Words Model (CBOW) and skip-gram models, and employed an averaging approach to combine word embedding to create of sentence embeddings, which are then compared using Cosine Similarity metric between source and suspect documents. Finally, an approach called Language-Agnostic Sentence Representation (LASER) [13] provides a Bidirectional Long short-term memory (BiLSTM) encoder which was trained on 93 languages, so they obtain sentence embeddings from the encoder via max-pooling of the last layer outputs and applying cosine similarity on corresponding sentence embeddings of each sentence pair.

3. METHODOLOGY
3.1. Preliminaries

3.1.1. Transformer

Transformer [2] is a neural network model primarily employed for neural Machine Translation systems. It uses a self-attention mechanism for creating both the encoder and the decoder [19]–[21], that directly represents relationships between words in a sentence, regardless of their particular position. The encoder consists of multiple identical layers and sub-layers. The first layer is a multi-head self-attention mechanism, and the second layer is a position-wise fully connected feed-forward network. The multi-head attention puts together multiple dot-product attention layers that supports parallel running. Each dot-product attention layer takes a set of queries, keys, values (q, k, v) as inputs. After that, it calculates the dot products of the query with all keys and applies a Softmax function to get the weights on the values. By stacking the set of (q, k, v)s into matrices (Q, K, V), it accepts highly optimized matrix multiplications. More precisely, the outputs can be structured as a matrix:

\[
\text{Attention}(Q, K, V) = \text{softmax}(QK^T / \sqrt{d})V
\]

Where \(d\) is the dimension of \(k\) and \(q\). By arranging \(k\) attention layers into the multi-head attention, the outputs of all attention heads are combined and projected to the original dimension of \(x\), followed by feed-forward layers, residual connection, and layer normalization, The output matrix can be written as:

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_k)W_o,
\]

\[
\text{head} = \text{Attention}(QW_i^{Q}, KW_i^{K}, VW_i^{V})
\]

Where \(W_i^{Q}, W_i^{K}, W_i^{V}\) are the projection matrices of head \(i\).

To clarify the whole procedure, we denote the mechanism presented previously as a single function denoted as \(S_{att}(x, y)\). Given an input sentence \(x_{1:m}\), the self-attention encoder iteratively calculates the sentence representation by: \(x^L = S_{att}(x^L_1, x^{L-1}_{1:m}) \). Where \(L\) is the number of layers and \(x^L_{1:n}\) is word embeddings. Thus, this representation can build a direct relation with other long-distance representations. In order to preserve the sequential order of words, the position encoding technique is proposed [2] to show the
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position order to the model. Therefore, the input representation will be the concatenation of word embedding and position encoding.

### 3.1.2. Graph neural networks (GNNs)

Graph neural networks have gained attention in different domains, such as knowledge graphs, social networks, citation networks, and drug discovery. Graph neural networks build representations of entities and edges in graph data. Their key process lies in message-passing process between the entities, where each node gathers features from its neighbors to update its representation of the local graph structure around it. The message passing operation iteratively updates the hidden features $H_v$ of a node $v$, by concatenating the hidden states of $v$’s neighboring entities and edges. In each layer, the following equation is applied:

$$h_v^k = \sigma \left( W_k \sum_{u \in [N(v) \cup \phi]} h_u^{k-1} + B_k h_v^{k-1} \right)$$  \hspace{1cm} \text{Where: } k = 1, \ldots, k - 1

The first part bellow of the equation is averaging all the neighbors of node $v$: $W_k \sum_{u \in [N(v) \cup \phi]} h_u^{k-1}$, while the second part is the embedding layer of node $v$ multiplied by a bias $B_k$ that is a trainable weight matrix generally, this part is called a self-loop activation for node $v$ and can be described as follow: $B_k h_v^{k-1}$. Then the non-linearity activation such as sigmoid function is performed on the two parts. After $L$ operations of message-passing, the hidden states of the last layer $K$ are used as the embeddings of the entities, and can be described as $z_v = h_v^K$.

### 3.1.3. Knowledge graph

A knowledge graph is a graph relating entities and concepts and can assist a machine to learn human common-sense. The core of our approach is to use a graph representation that allows an alignment across languages. To build knowledge graphs for this purpose we employ Extended Open Multilingual Wordnet [22] which offers a wider set of concepts in several languages to date. We will present this semantic network in the next paragraph, then in Section 3.2.2, we introduce the steps needed to obtain our multilingual knowledge graphs of documents.

**WordNet.** Wordnet is a wide electronic lexical database for English [23], [24], with a hierarchical formation of concepts, where more specific concepts derive information from their neighbors, more general concepts. Nouns, verbs, adjectives, and adverbs are clustered into sets of synonyms denoted as synsets, each representing a discrete concept. Synsets are interrelated using conceptual lexical and semantic relations. Secondly, WordNet labels the semantic relations among words, whereas the groupings of words in a dictionary do not follow any specific pattern other than meaning similarity. As mentioned before, we use Extended Multilingual Wordnet with large wordnets over 26 languages and smaller ones for 57 languages. It is made by combining wordnets with open data from Wiktionary, and the Unicode Common Locale Data Repository.

**3.2. Model architecture**

#### 3.2.1. Creating knowledge graphs

In this section, we present the steps to create the Knowledge Graphs. We build the knowledge graph by searching WordNet for paths connecting pairs of synsets in $V$. At first, we preprocess the text segment using tokenization, multi-word extraction, lemmatization, part-of-speech tagging (POS), and to obtain the list of tuples (lemma, tag). Next, we create an initially empty knowledge graph $G = (V, E)$, such that $V = E = \emptyset$. We populate the vertex set $V$ with the set of all the synsets in WordNet which contain any $<\text{lemma}, \text{tag}>$ tuple $T$ in the text segment language $L$.

Finally, for each pair $(v, v') \in V$ such that $v$ and $v'$ do not share any lexicalization in $T$, for each path in WordNet $v \rightarrow v_1 \rightarrow \ldots \rightarrow v_n \rightarrow v'$, we set: $V := V \cup \{v_1, \ldots, v_n\}$ and $E := E \cup \{(v, v_1), \ldots, (v_n, v')\}$. Consequently, we put all the path nodes and edges to graph $G$. The length of each path is limited to a maximum of three [25]. Finally, we obtain a knowledge graph that represents the semantic context of the text by populating the graph with intermediate relations and nodes.

#### 3.2.2. Knowledge graph notation

We denote $E$ and $R$ as the set of entities and relations respectively. A triple is defined as $(h, r, t)$, where $h \in E$ is the head, $r \in R$ is the relation, and $t \in E$ is the tail of the triple. Let $x_i$ represent the set of all triples that are true in a world, and $x_i'$ represent the false ones. A knowledge graph is a subset of $x_i$. 

---
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3.2.3. Graph-transformer

After creating graph knowledge, the next step consists of representing the graphs by weighting all concepts (entities) and semantic relations. Current graph neural networks calculate the node representation using a function of the input node and all its the receptive field of adjacent neighborhoods, which leads to inefficient long-distance information exchange. Therefore, we propose a new mechanism as shown in Figure 1, and known as Graph Transformer which enables relation aware global communication.

![Graph Transformer Architecture](image)

**Figure 1. Graph-transformer architecture**

**Node representation.** The most essential characteristic of this model is that it has a fully connected interface of random input graphs. Each node can directly send and get information to another node no matter if they are directly connected or not. This is achieved by the relation-enhanced global attention setting. In short, the relation between any node pair is presented as the shortest relation path between them. These paths between the two entities are used then as an input to relation encoding process, we denote the resulting learned vector as $r_{ij}$: the relation between node $i$ and $j$. As the vanilla multi-head attention, we compute our attention as follow:

$$[r_{i\rightarrow j}; r_{j\rightarrow i}] = W_r r_{ij},$$

where we divide the relation encoding into forward encoding $r_{i\rightarrow j}$ and backward encoding $r_{j\rightarrow i}$. The node vectors are initiated by the sum of the node embedding and position encoding. Multiple layers of the global attention are then combined to calculate the final node representation.

For each layer, a node vector is updated based on all other node vectors and the corresponding relation encodings.

**Relation encoding.** In this work, to represent the relationship between two nodes we used the shortest path approach, because it usually offers the nearest and most crucial relationship between them. Based on the sequential characteristic of this relationship, we used a bi-directional Gated Recurrent Unit (GRU) [26] to get a probabilistic representation of it. We denote the shortest path between node $i$ and node $j$ as $p_{ij}$:

$$r_{i\rightarrow j} = GRU_f(r_{i\rightarrow j-1}, p_{ij})$$
$$r_{j\rightarrow i} = GRU_f(r_{j\rightarrow i-1}, p_{ij})$$

The final relation encoding is expressed as $[r_{i\rightarrow j}, r_{j\rightarrow i}]$ which is the addition of the last hidden states of forward and backward GRUs.
Sequence decoder. After the graph encoding, we learn a mapping between two graphs: \( G \rightarrow G' \), where \( G = (\text{node}_1, \ldots, \text{node}_n) \). This mapping is learned both in semi-supervised and unsupervised training mechanisms. We use the encoder-decoder mechanism to map the node vectors into low dimensional space. The encoder learns the node representation of the input sentence and the decoder employs this representation to rebuild in reverse order the sentence. The sequence decoder reflects the same process as the transformer decoder. We update the hidden state at each time step by computing a multi-head attention mechanism over the output of the encoder and the previously generated words. Finally, we minimize the error between input sentences and reconstructed output-sentence during the training as follow: \( E_{\text{rec}} = \| s - \hat{s} \|^2 \).

3.2.4. Cross-language plagiarism detection framework
We explain in this section in detail the framework for cross-lingual plagiarism detection. It is originally proposed by [10] as well as the post-processing analysis of similarities between text segments. As shown in Figure 2. Given a source document \( d_L \) in a language \( L \) and a suspicious document \( d_{L_0} \) in a language \( L_0 \), we process documents in a four main step:

(i) Text segmentation. We first segment the documents to be compared, to obtain the sets of segments \( S_L \) and \( S_{L_0} \) by using a sliding window of five sentences with a two sentences step to produce the segments.

(ii) Creating knowledge graphs. Next, we implement the procedure presented in Section 3.1 to create the graph sets \( G \) and \( G_0 \) of the text segments \( S_L \) and \( S_{L_0} \).

(iii) Graph representation. It is the global graph representation as presented in Section 3.3.

(iv) Knowledge graphs similarity. Find \( K \) nearest vectors by cosine similarity from source documents.

(v) Post-processing analysis of similarities. After obtaining the set of the similarities between the text chunks of the source document \( d_L \) and suspected document \( d_{L_0} \), we use the method proposed by [27] to analyze the similarity scores and identify which segments of the suspected document are cases of plagiarism. Briefly, for each text chunk of \( d_L \), we get the top five most similar chunks of document \( d_{L_0} \). Then, iteratively we run the algorithm until convergence that aggregates the segments of \( P_G \) with a distance \( \delta \) lower than a threshold \( \text{thres}_1 \). At last, we select as plagiarism the cases which combine more than \( \text{thres}_2 \) text segments. A function offsets offers the start and end offsets of the plagiarism case. We use this algorithm to evaluate all the models compared in the evaluation section.

![Figure 2. Cross-language plagiarism detection framework](image)
4. EXPERIMENTS

We evaluate and compare our CL-GTA for plagiarism detection model with several state-of-the-art approaches in the task of cross-lingual plagiarism analysis. Given a collection of source documents DL0 in a language L0 and a suspect document dL in a language L, we would like to identify all the plagiarized segments of dL from the source documents DL0. We used as an evaluation metric the scores: precision, recall, granularity, and plagdet [28].

4.1. Evaluation metrics

We used as an evaluation metric the scores: precision, recall, granularity, and plagdet [28]. We denote S as the set of plagiarism cases in the suspect documents and R as the set of plagiarized sequences. The characters for a plagiarized case are denoted as s ∈ S. Likewise, the characters for a plagiarized text are represented as r ∈ R. Following these notations, and we measure the precision and the recall at the character level of R under S as follow:

- **The precision** represents the fraction of fragments found which cases of plagiarism are really. It measures the number of characters correctly returned as plagiarized on the total number of characters returned. The precision can be expressed as follow: $\text{Precision}(S, R) = \frac{1}{|R|} \sum_{r \in R} \frac{|\bigcup_{s \in S} sr|}{|r|}$.

- **The recall** represents the fraction of plagiarized text that has been found. It measures the number of characters correctly returned as plagiarized over the total number of characters to be returned as plagiarized. The recall can be expressed as follow: $\text{Recall}(S, R) = \frac{1}{|S|} \sum_{s \in S} \frac{|\bigcup_{r \in R} sr|}{|s|}$.

- **The $F_{\text{macro}}$** is an F-measure macro which takes into account the size of the plagiarized passages instead of only considering the absolute number of plagiarized passages. This is the harmonic mean between precision and recall. It can be expressed as follow: $F_{\text{macro}} = \frac{2 \cdot \text{Precision}(S, R) \cdot \text{Recall}(S, R)}{\text{Precision}(S, R) + \text{Recall}(S, R)}$.

There is an issue that plagiarism detectors sometimes report overlapping or multiple detections for a single plagiarism case, and precision and recall do not perform well for that. We approach this problem by measuring the detector’s granularity.

- **The granularity** is a measure first introduced in the work of Potthast et al. [28]. It determines whether a fragment is detected in whole or in pieces. This measure penalizes cases where passages, which are found, plagiarized, overlap. The granularity can be expressed as follow: $\text{Granularity}(S, R) = \frac{1}{|S|}$, where $S_R \in S$ are cases identified by detectors in $R$, and $R_S \in R$ are detections of $S$.

- **Plagdet (plagiarism detection)** is a measure combining precision and recall oriented for plagiarism detection and granularity. Plagdet is expressed as follow: $\text{Plagdet}(S, R) = \frac{F_{\text{macro}}}{\log_2(1 + \text{granularity}(S, R))}$.

4.2. Construction and properties of the corpus

In this work, our dataset consists of English, French, and Spanish documents. We decide to reuse already existing collections of parallel and comparable corpora in order to constitute a base for our corpus. These datasets are presented as follow:

- **Europarl** [29] is a corpus for cross-language and MT research. This corpus embodies about 10,000 parallel documents of the European Parliament exchanging transcriptions, in French, English and Spanish languages.

- **JRC-Acquis** [30] is usually used in cross-language and MT tasks. This corpus represents extracts of Acquis Communautaire. It consists of 10,000 parallel documents, available in French, English, and Spanish languages.

- **Wikipedia** is usually used as a parallel corpus of multiple languages. We chose to use 10,000 of French, English, and Spanish aligned documents. In total, this corpus contains 30,000 documents.

- **PAN 2011 corpus** has been used for the cross-lingual plagiarism detection competition of PAN at CLEF [27]. This corpus contains portions of writings of similar books in multiple languages. These texts are from books freely accessible on the Gutenberg Project website, available as Spanish–English (ES–EN) pairs.

- **Conference papers.** We used the processed conference papers corpus [31]. These are English–French conference papers that were first published in one language and then translated by their authors to be published in other language. A sum of 35 pairs of English–French conference papers was retrieved.

- **English–Arabic parallel corpora.** The corpus of the Arabic-English case was taken from different parallel corpora. It consists of 547 aligned passages from 58,911 pairs from the United Nations Parallel Corpora [32], the OPUS collection of translated texts from the web [33] and King Saud University corpus [34]. We used another corpus prepared by [35] which has roughly 2085 of paraphrased translated pairs which will be used when evaluating only paraphrasing cases.
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4.3. Evaluation protocol
To precisely evaluate the methods of detecting cross-lingual plagiarism on our corpus, we present as follow, a dedicated evaluation protocol. We denote a parallel or comparable corpus as \( C \), which is made up of \( N \) pairs of documents, such that for each document \( d_i \in D \) a corresponding document \( d_0_i \in D_0 \) exists, where \( i \) is an integer between 1 and \( N \), we decide to compare all the \( N \) documents available in \( D \) to \( M \) documents of \( D_0 \). This has the advantage of avoiding making \( N^2 \) comparisons and thus having much too long computation times in the case of too large corpora. Each document \( d_i \) is compared to its corresponding document \( d_0_i \) and to \( M-1 \) other documents randomly selected with replacement in \( D_0 \). The \( d_0 \) document can thus be set more than once. \( M \) is set at 1,000 documents agreeing with the state of the art [36].

The graph encoder and sequence decoder use randomly initialized node and word embeddings respectively. To prevent overfitting, we apply dropout with the drop rate of 0.2 [34]. For a fair evaluation, we compared our CL-GTA approach with the state-of-the-art Cross-Language Character N-Gram CL-C3G [3], Cross-Language Alignment-based SimilarityAnalysis CL-ASA [38], Cross-Language Explicit Semantic Analysis CL-ESA [11], and Cross-Language Knowledge Graph Analysis (CL-KGA) in [39] models. We also used the length model of [40] as a baseline.

5. RESULTS AND DISCUSSION
The results of our experiments were broken down in two folds: (i) we compared our model with the state-of-the-art approaches, assessing the performance when detecting the cross-lingual plagiarism cases of our corpora ES-EN, FR-EN, AR-EN; (ii) we examined the performance on solely the cross-lingual paraphrasing cases of plagiarism for the Spanish–English and Arabic–English partitions.

5.1. Comparison with the state of the art
5.1.1. Results
Table 1 shows the results obtained for Spanish–English (ES-EN), French–English (FR-EN), and Arabic–English (AR-EN) partition, For the Spanish–English (ES-EN) Partition, the CL-GTA approach has the best Plagdet score of 0.62, followed by the length Model with a score of 0.604, then the Cross-Language Conceptual Thesaurus-base Similarity CL-CTS model with a score of 0.584. The difference between the scores of all the other approaches is not huge, except for the CL-C3G with a score of 0.169. This is far lower than the State-of-the-art CL-GTA. For or the French–English (FR-EN), same as the Spanish–English cases, the CL-GTA reaches the best Plagdet score of 0.584, followed by the Length Model with a score of 0.553, then the CL-CTS with a score of 0.584. For the Arabic–English partition, the results prove a different outcome, with the CL-CTS in the first place with a Plagdet score of 0.534 followed by our model CL-GTA with a score of 0.522.

<table>
<thead>
<tr>
<th>Method</th>
<th>Length Model</th>
<th>CL-C3G</th>
<th>CL-ASA</th>
<th>CL-ESA</th>
<th>CL-CTS</th>
<th>CL-GTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1). Spanish–English</td>
<td>Plagdet</td>
<td>0.075</td>
<td>0.018</td>
<td>0.056</td>
<td>0.070</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.149</td>
<td>0.048</td>
<td>0.153</td>
<td>0.160</td>
<td>0.186</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.058</td>
<td>0.020</td>
<td>0.041</td>
<td>0.019</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>Granularity</td>
<td>1.000</td>
<td>1.000</td>
<td>1.001</td>
<td>1.061</td>
<td>1.000</td>
</tr>
<tr>
<td>(2). French–English</td>
<td>Plagdet</td>
<td>0.553</td>
<td>0.065</td>
<td>0.405</td>
<td>0.395</td>
<td>0.504</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.469</td>
<td>0.067</td>
<td>0.343</td>
<td>0.300</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.683</td>
<td>0.306</td>
<td>0.029</td>
<td>0.356</td>
<td>0.633</td>
</tr>
<tr>
<td></td>
<td>Granularity</td>
<td>1.007</td>
<td>1.099</td>
<td>1.103</td>
<td>1.112</td>
<td>1.017</td>
</tr>
<tr>
<td>(3). Arabic–English</td>
<td>Plagdet</td>
<td>0.520</td>
<td>0.192</td>
<td>0.690</td>
<td>0.303</td>
<td>0.534</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.401</td>
<td>0.203</td>
<td>0.465</td>
<td>0.278</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.598</td>
<td>0.025</td>
<td>0.758</td>
<td>0.423</td>
<td>0.633</td>
</tr>
<tr>
<td></td>
<td>Granularity</td>
<td>1.010</td>
<td>1.082</td>
<td>1.203</td>
<td>1.105</td>
<td>1.007</td>
</tr>
</tbody>
</table>

5.1.2. Discussion
The results for French–English compared to Spanish–English were similar but with reduced performance. Spanish, French, and English do not share many grammatical characteristics. For all partitions, the CL-C3G got the lowest result, since syntactic and lexical features are important for high character n-gram overlap. After that comes CL-ESA, since it is based on computing similarities with document collections, the
model obtained a higher number of false positives. The CL-ASA is comparable with CL-ESA but with higher precision. The third best in ranking is the CL-CTS, which is also based on knowledge graphs, but with classical weighting for nodes. The length model offered higher performance compared to the state-of-the-art. However, our CL-GTA model obtained the best results, suggesting that the proposed model benefits from the explicit relation encoding which provides a more efficient way for global graph representation, leading to better results to measure cross-lingual similarity.

Regarding the Arabic–English case, we got a slightly different outcome with the CL-CTS better than our model CL-GTA, since the two approaches are based on graphs, the main difference is that the CL-CTS used different Knowledge graph sources and different techniques of graph representation. In this case, the classical weighting proves Superior for the Arabic language. However, by changing the weights and using a far richer Knowledge graphs construction, the CL-GTA can prove to be effective prospectively.

5.2. Cross-language plagiarism detection with paraphrasing

5.2.1. Results

Table 2 shows the results of the paraphrasing cases evaluation on the PAN competition (PAN-PC-11) corpus. Our model CL-GTA reaches the state-of-the-art on this task by a Plagdet score of 0.112, followed by the CL-CTS model with a score of 0.092; then the Length Model in the third place with a score of 0.075. We report as well the results of the paraphrasing cases of the Arabic–English paraphrased translated pairs. Same as the previous results, our method CL-GTA proved superior with a Plagdet score of 0.108, followed with the Length Model with a score of 0.105, then the CL-CTS model with a score of 0.099. The difference between the scores of all the other approaches is not big for both datasets, except for the CL-C3G with a score of 0.021. This is far again lower than the State-of-the-art CL-GTA.

<table>
<thead>
<tr>
<th>Method</th>
<th>Length Model</th>
<th>CL-C3G</th>
<th>CL-ASA</th>
<th>CL-ESA</th>
<th>CL-CTS</th>
<th>CL-GTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Spanish–English</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plagdet</td>
<td>0.075</td>
<td>0.018</td>
<td>0.056</td>
<td>0.070</td>
<td>0.092</td>
<td>0.112</td>
</tr>
<tr>
<td>Precision</td>
<td>0.149</td>
<td>0.048</td>
<td>0.153</td>
<td>0.160</td>
<td>0.186</td>
<td>0.203</td>
</tr>
<tr>
<td>Recall</td>
<td>0.058</td>
<td>0.020</td>
<td>0.041</td>
<td>0.019</td>
<td>0.063</td>
<td>0.085</td>
</tr>
<tr>
<td>Granularity</td>
<td>1.000</td>
<td>1.000</td>
<td>1.001</td>
<td>1.061</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(2) French–English</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plagdet</td>
<td>0.553</td>
<td>0.065</td>
<td>0.405</td>
<td>0.395</td>
<td>0.504</td>
<td>0.584</td>
</tr>
<tr>
<td>Precision</td>
<td>0.469</td>
<td>0.067</td>
<td>0.343</td>
<td>0.300</td>
<td>0.452</td>
<td>0.506</td>
</tr>
<tr>
<td>Recall</td>
<td>0.683</td>
<td>0.306</td>
<td>0.029</td>
<td>0.356</td>
<td>0.633</td>
<td>0.690</td>
</tr>
<tr>
<td>Granularity</td>
<td>1.007</td>
<td>1.099</td>
<td>1.103</td>
<td>1.112</td>
<td>1.017</td>
<td>1.000</td>
</tr>
<tr>
<td>(3) Arabic–English</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plagdet</td>
<td>0.520</td>
<td>0.192</td>
<td>0.690</td>
<td>0.303</td>
<td>0.534</td>
<td>0.522</td>
</tr>
<tr>
<td>Precision</td>
<td>0.401</td>
<td>0.203</td>
<td>0.465</td>
<td>0.278</td>
<td>0.452</td>
<td>0.409</td>
</tr>
<tr>
<td>Recall</td>
<td>0.598</td>
<td>0.025</td>
<td>0.758</td>
<td>0.423</td>
<td>0.633</td>
<td>0.576</td>
</tr>
<tr>
<td>Granularity</td>
<td>1.010</td>
<td>1.082</td>
<td>1.203</td>
<td>1.105</td>
<td>1.007</td>
<td>1.101</td>
</tr>
</tbody>
</table>

5.2.2. Discussion

As mentioned before, the PAN-PC-11 dataset contains cross-lingual paraphrasing cases of plagiarism, which is a more complex form of plagiarism to detect since it restates the text using other terms in order to conceal plagiarism. We conducted hereby a further experiment to examine only paraphrasing cases of plagiarism extracted from the corpus. We observe that the differences between the results of the models were identical to the previous results using the entire dataset at a smaller scale. CL-GTA obtained higher performance compared to the other baselines.

We conducted another experiment on the Arabic–English paraphrased translated partition. In contrary to the previous results on literal plagiarism case, our model overcame the CL-CTS model with a score of 0.108, which proves that in terms of semantic similarity, is better represented with our graph transformer architecture. This result is true even when representing the linear text sequence and this is due to the attention mechanism of the transformer, which allows a model to focus on the most relevant parts of the graph, thus representing the global graph dependencies in an efficient way. This is the main goal of this paper.

6. CONCLUSION

To conclude, in this paper, we have introduced a new approach for detecting cross-lingual semantic textual similarities based on knowledge graph representations and we have also augmented a state-of-the-art method by introducing these representations. We referred to our method as CL-GTA. We then introduced the notion of graph transformer, which is a new graph representation method based on the transformer architecture that employed explicit relation encoding and offers a more efficient way to represent global
graph dependencies. To build knowledge graphs, we used extended open multilingual wordnet since it provides a wide set of concepts and languages to date. We then constructed a knowledge graph that represents the semantic context of the text segment, by creating the graph with intermediate edges and vertices. The next step was to represent the graphs by weighting all concepts (entities) and semantic relations, by using our graph transformer based on the attention mechanism. The mappings between the graphs are learned both in semi-supervised and unsupervised training mechanisms. After the graph representation step, we explain more in detail the framework for cross-lingual plagiarism detection as well as the post-processing analysis of similarities between text segments. To measure the efficiency of our methods, we compare our CL-GTA for plagiarism detection model with multiple states-of-the-art approaches in the task of cross-lingual plagiarism detection. We used as evaluation metrics the scores: precision, recall, granularity, and plagdet. The experimental results show that the use of the graph transformer mechanism provided our model with state-of-the-art performance on the Spanish–English, French–English, and Arabic–English pairs. The experiments also demonstrated its advantage with cross-language paraphrasing cases for the Spanish–English and Arabic–English pairs. For future work, we will further improve the model to reaches the state-of-the-art on the Arabic–English literal translated cases, we will as expand the experiment to cover more languages and continue exploring the use of our proposed graph transformer and multilingual Knowledge graphs for other cross-lingual similarity tasks such as multilingual text classification and cross-lingual information retrieval.
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