Predicting the classification of high vowel sound by using artificial neural network: a study in forensic linguistics
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ABSTRACT

One of the tasks in forensic linguistics, especially forensic phonetics, is evaluating the speech sounds in the recordings. The speech evaluation aims at identifying and verifying speakers to predict if the sound were spoken by the suspect or not. The common problem in the task is determining which acoustic features of the speech sounds are reliable for the speaker identification and verification. The purpose of this research is studying formant frequencies to predict high vowel sounds /i/, and /u/ by using artificial neural network (ANN). Using three various normalization methods (i.e., softmax, z-score and sigmoid), we utilized multilayer perceptron on backpropagation ANN with the architectural models of 4-5-2, 4-10-2 and 4-20-2. The results show that the z-score normalization method provides higher accuracy than the other two in all formations and the 4-10-2 formation has shown the highest accuracy (92.26%).
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1. INTRODUCTION

Forensic linguistics is a scientific study of language applied in legal discourse. The results of forensic linguistic studies can be utilized to provide linguistic evidence that can be used as evidence in court or as an additional source of information for criminal investigations. One of the tasks in forensic linguistics, especially forensic phonetics or forensic speech science, is evaluating the speech sounds in the recordings as legal evidence [1]-[3]. In forensic phonetics, there is the application of phonetic knowledge for legal purposes, especially for the identification or verification of speakers involved in crimes or legal cases. It involves the collection and analysis of sound data, including voice recordings, analysis of sound waves, spectrograms, and phonetic parameters such as intonation, pitch, and tempo. It also requires speech analysis techniques for acoustic modeling and speakers’ sound profiling.

The speech evaluation in forensic phonetics aims at identifying and verifying speakers to predict if the sounds in the legal evidence were spoken by the suspect or not. The common problem in the task is determining which acoustic features of the speech sounds are reliable for the speaker identification and verification [4], [5]. Natural variations in pronunciation can affect the acoustic features of a speaker’s voice, thereby making identification and verification difficult. In addition, the type of sound, both vowel and consonant, can affect the resulting acoustic features. So, it is important to combine acoustic analysis with linguistic analysis and other forensic contexts to ensure the reliability of identification or verification results.
The purpose of this research is studying formant frequencies as the acoustic features in classifying high vowel sounds /i/ and /u/ by using artificial neural network (ANN). Each vowel sound has different acoustic characteristics, so they can be distinguished from one another. However, vowel classification requires complex pattern recognition and machine learning to ensure the accuracy and precision of the classification results. By using formant frequencies as the acoustic characteristics, a classification system can be created to identify and differentiate vowel sounds. Formant frequency refers to as the acoustic resonance of the human vocal tract which is the spectral peak of the spectrum [6], [7]. For an example, the formant frequency of vowel sound /i/ is the concentration of acoustic energy around a certain frequency in its speech sound waves as shown in Figure 1. It has several formants, each at a different frequency and each formant corresponds to a resonance in the vocal tract [6], [8]–[10].

![Figure 1. F1-F4 of the vowel sound /i/ (male speaker 12)](image)

We use ANN to predict the classification of high vowel sounds /i/ and /u/. ANN is one method that can be used to predict the class of a data. One of the advantages of ANN is its ability to adapt and be able to learn from the input data so that it can map the relationship between input and output [11], [12]. In addition, ANN is able to predict the output based on the previously trained inputs. ANN has many network structures, including multilayer perceptron [13]–[15]. In this research, we utilized multilayer perceptron on backpropagation ANN with various normalization methods [16]–[19]. We analyzed the data classification using softmax [20]–[22], z-score [23]–[25] and sigmoid [26]–[28] as the normalization methods to obtain optimal classification results in predicting vowel sounds. The prediction is conducted with the formant frequencies F1, F2, F3 and F4 as the input data and the high vowel sounds /i/ and /u/ as the output data as shown in Figure 2.

![Figure 2. Multilayer perceptron ANN structure (4-5-2)](image)
The normalization method in ANN can simplify the network optimization process and maximize the possibility of obtaining good results. Normalization can help avoid overfitting the ANN model. Overfitting occurs when the model is too complex and too specific for the training data, resulting in decreased model performance when tested on data that has never been seen before. Normalization can help reduce overfitting by normalizing input and output values, resulting in a more generalized, more generalized model. In addition, normalization can help avoid the problem of gradients that exceed the limit, either vanishing gradients or exploding gradients. Gradient exceeding the limit can cause problems in model training and cause slower convergence or even stop the training process. By using normalization, input and output values are converted into a normal distribution so that it is more stable and controllable, so that gradient problems can be avoided. Then, normalization can speed up the ANN model training process because it helps normalize input and output values. This makes it possible to use a higher learning rate, so that the training process can be carried out more quickly. And also, normalization can improve the accuracy of ANN models by reducing errors generated by abnormal input and output values. With normalization, input and output values will be converted into a normal distribution that is more controllable, so that the ANN model will be more accurate in predicting the desired output value.

In the research, we utilize only three normalization methods. One of the methods is sigmoid normalization method which converts the input value into a range between 0 and 1 with a sigmoid function. Another method is softmax which converts the value into a range between 0 and 1 using the sigmoid function with utilizing the mean and standard deviation. The last is z-score method which uses the average and standard deviation to normalize each input. In this method, each input is reduced with the mean value and divided by the standard deviation value. The formulas of sigmoid, softmax and z-score are presented in (1), (2), and (3) respectively, where $s$ is the input value, $s'$ is the normalized input value, $\mu$ is the mean value and $\sigma$ is the standard deviation value [11].

\[
s' = \frac{1}{1+e^{-s}} \quad (1)
\]

\[
s' = \frac{1}{1+e^{-\frac{s-\mu}{\sigma}}} \quad (2)
\]

\[
s' = \frac{s-\mu}{\sigma} \quad (3)
\]

2. METHOD

We used a dataset of vowel sounds recorded at the Center for Studies in Linguistics, Universitas Bandar Lampung. The dataset contains the formant frequencies F1, F2, F3 and F4 for the high vowel sounds /i/ and /u/. The number of data is 120,685 with F1 – F4 distribution of the vowel sounds for male speakers (N=46) and female speakers (N=44) shown in Table 1. Data preprocessing is done by normalizing the data into 0 and 1 using softmax, z-score and sigmoid.

<table>
<thead>
<tr>
<th>Table 1. F1-F4 og high vowels /i/ and /u/ in the dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male Speakers (N: 46)</td>
</tr>
<tr>
<td>F1 (Hz)</td>
</tr>
<tr>
<td>Min 264</td>
</tr>
<tr>
<td>Max 482</td>
</tr>
<tr>
<td>SD 63</td>
</tr>
<tr>
<td>Min 335</td>
</tr>
<tr>
<td>Max 585</td>
</tr>
<tr>
<td>SD 65</td>
</tr>
</tbody>
</table>

The concept of the backpropagation algorithm is to adjust the network weight by propagation of the error from output to input. During training, the network minimizes errors by estimating weights and stops at minimum squared error (MSE) 0.05 or a maximum iteration of 1,000 epochs. The activation function is used with a learning rate of 0.01. The minimization procedure was carried out with gradient descent backpropagation with adaptive gain and sigmoid activation function. The ANN architecture is one input layer, one hidden layer, and one output layer. In the input layer, the neuron is the formant frequency of vowel sound with four variables, namely F1, F2, F3 and F4. In the output layer, there are two neurons, namely the results of classifying the high
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vowel sounds /i/ and /u/. For the hidden layer, there are 5, 10 and 20 neurons for the architectural models of 4-5-2, 4-10-2 and 4-20-2 respectively. The stages of the research are shown in Figure 3.

Figure 3. Research stages

3. RESULTS AND DISCUSSION

This experiment was carried out in two processes, namely the training process and the testing process. Derived from 120,685 data records, the training process uses 80% of the data, by randomizing the data from male and female voice. While the remaining 20% is for the testing process. In each variation of the experiment, one hundred repetitions were carried out. Each repetition in the training process is given an initial random weight value and the number of iterations is obtained to achieve convergence. The experiment stops at the minimum squared error (MSE) 0.05 or at the maximum iteration 1,000 epochs and is assumed to have reached convergence and produces a weight that will be used for testing. Each training weight that has converged is used for testing. The classification data from the testing results are compared with the actual classification data so that the amount of data that is predicted to be correct and those that are predicted to be incorrect is obtained. The evaluation of the experiment was carried out by taking the average epoch and accuracy of one hundred tests. The test results in this study can be seen in Table 2 for the accuracy level in each formation and normalization method and Figure 4 for each linear epoch distribution.

Table 2. The results of epoch average and accuracy

<table>
<thead>
<tr>
<th>Formation</th>
<th>Normalization</th>
<th>Epoch</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-5-2</td>
<td>Softmax</td>
<td>84</td>
<td>86.45%</td>
</tr>
<tr>
<td></td>
<td>Z-score</td>
<td>198</td>
<td>91.14%</td>
</tr>
<tr>
<td></td>
<td>Sigmoid</td>
<td>406</td>
<td>89.48%</td>
</tr>
<tr>
<td>4-10-2</td>
<td>Softmax</td>
<td>196</td>
<td>83.24%</td>
</tr>
<tr>
<td></td>
<td>Z-score</td>
<td>307</td>
<td>92.26%</td>
</tr>
<tr>
<td></td>
<td>Sigmoid</td>
<td>643</td>
<td>85.81%</td>
</tr>
<tr>
<td>4-20-2</td>
<td>Softmax</td>
<td>179</td>
<td>88.51%</td>
</tr>
<tr>
<td></td>
<td>Z-score</td>
<td>484</td>
<td>91.87%</td>
</tr>
<tr>
<td></td>
<td>Sigmoid</td>
<td>672</td>
<td>89.73%</td>
</tr>
</tbody>
</table>

For the comparison of the average epochs of various normalization methods shown in Table 2, it can be seen that, in all formations, softmax has the lowest average epoch, i.e., 84 epochs in 4-5-2 formation, 196 epochs in 4-10-2 formation, and 179 epochs in 4-20-2 formation. That means the softmax method has the shortest time to achieve convergence. While the comparison of the average accuracy, z-score has the highest accuracy in all formations, i.e., 91.14% in 4-5-2 formation, 92.26% in 4-10-2 formation, and 91.87% in 4-20-2 formation. Based on the test results seen in Table 2, it can be considered the z-score normalization
method is the best method in normalizing the input data of formant frequencies F1-F4 to predict the high vowel sounds /i/ and /u/. And it can also be considered that the 4-10-2 formation is the best architectural model used in this research.

4. CONCLUSION
In predicting the classification of high vowel sounds /i/ and /u/ by using the four input variables of formant frequencies F1-F4 in this study, the results showed that the prediction can obtain an accuracy of 92.26% by using the backpropagation artificial neural network. We utilized the normalization methods of softmax, z-score and sigmoid and the architectural models of 4-5-2, 4-10-2 and 4-20-2. The highest level of accuracy can be obtained with the architectural model of 4-10-2 and the normalization method of z-score. It is also concluded from the research that the softmax normalization method has the shortest time to achieve convergence although it did not achieve the best accuracy comparing with the z-score and sigmoid normalization methods. For further research, normalization methods and other architectural models can be used to compare with the results obtained in this study. In addition, it can be done with different input variables or different classifications of vowel sounds. It is hoped that this will be a contribution in forensic linguistics, especially forensic phonetics in identifying or verifying sound data as legal evidence.
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