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ABSTRACT
Explaining group recommendations has gained importance over the last years. Although the topic of recommendation explanation has received attention in the context of single-user recommendations, only a few group recommender systems (GRS) currently provide explanations for their group recommendations. However, those GRS that support explanations, provide either explanations being highly reliant on the aggregation technique used for generating the recommendation (most of them trying to tackle shortcomings of the underlying technique), or explanations with a rich content but requiring users to provide considerable additional data. In this article, we present a novel approach for providing explanations of group recommendations, which are generated by a GRS based on multi-agent negotiation techniques. An evaluation of our approach with a user study in the movies domain has shown promising results. Explanations provided by our GRS system helped users during the decision-making process, since they modified the feedback given to recommended items. This is an improvement with respect to systems that do not provide explanations for their recommendations.

1. INTRODUCTION
Nowadays many items tend to be consumed by groups of users rather than by single users (i.e. movies, restaurants and touristic places, among others). As a result, the generation of group recommendations has become a practical need and also a promising research area. Although various techniques have been developed for making recommendations to a group as a whole, only a few of them [1], [2] have targeted the problem of explaining why certain items are being recommended. By explaining the decisions made by a recommender system, it is expected that users will better understand and trust the recommendations.

From the perspective of group recommendation generation, most works have used aggregation techniques to combine preferences, recommendations or user profiles [3], [4]. Thus, the explanations provided by these works are normally tied to the workings of such techniques and often fail at satisfying all group members evenly with their recommendations. Some of the problems of aggregation techniques include: i) they can produce values that might not represent correctly the data being aggregated, especially when the data are small and have a high variance and ii) the decision-making process of the group and the group dynamics [5] are not reflected by the aggregation techniques [6], [7]. To deal with these shortcomings, the multi-agent group recommender system (MAGReS) approach has been recently proposed [8]. MAGReS relies on a multi-agent system...
in which the agents use negotiation techniques for producing group recommendations. This approach basically consists of a set of personal agents, each one representing a user in a group, which are involved in a negotiation process in order to determine which item should be recommended to satisfy users evenly. The items (proposals) under negotiation come from items being recommended by a single user recommender system (SUR), which is allocated at each agent and addresses the needs of the corresponding group member.

From the perspective of recommendation explanation, in turn, only a handful amount of group recommender systems (GRS) provide explanations for their recommendations [9]–[10]. Those GRS providing explanations often require either none [2], [11], [12] or considerable additional data [1], [13]. In the first case, the explanations are centered on how satisfied the GRS believes the group will be, and the explanations are generally a result of the aggregation technique used to generate the recommendations or a justification of its shortcomings. For example, an explanation might state that “the rating for movie X is 2.33, because the ratings provided by group members are 1, 1, and 5”. In the second case, the explanations are centered on analyzing additional information, which often must be provided by users, such as the personality of the group members and friendship relationships among them. For example, “Although we have detected that your preference for this item is not very high, your close friend X (who you highly trust) thinks it is a very good choice”. To address these issues and provide explanations that are not tied to aggregation techniques, we propose an approach that is able to generate explanations based on the recommendations negotiated by MAGReS. A key aspect of these explanations is that they are centered not only in data provided by the SUR but also in data captured from negotiation process carried out by MAGReS. The aim of these explanations is to provide transparency and increase users’ trust in the GRS. To do so, we define an approach that can be integrated to the MAGReS architecture, and extend it with explanation skills that rely on information from both the user profiles and the negotiation process.

In this article, we focus on the different types of explanations that the GRS can generate and how to obtain the information required by the explanations. To evaluate our approach for group explanations, we carried out a series of experiments with real users in the movies domain. First, we performed an experiment with an initial set of explanations that showed promising results but also highlighted aspects of the approach that should be improved. The lessons learned from this experiment helped us enhance the explanation capabilities. Then, we conducted a second experiment with an improved set of explanations, in which users had to evaluate different styles and types of explanations. Some findings of this experiment indicate that users preferred hybrid explanations (combining graphs and text), they considered the different types of explanations useful since they help them to have a better understanding about why items were recommended, and they could learn about the affinity with other users. In addition, half of the users would change their feedback after seeing the explanations, which can be seen as an improvement with respect to systems that do not provide explanations for their recommendations.

The rest of the article is organized as follows. In section 2 we discuss background concepts about explanations and group recommendations, and then we analyze related works. In section 3 we describe our proposed approach for explaining group recommendations, based on the MAGReS architecture. In section 4 we describe the experiments carried out with subjects being exposed to different types of recommendations, and then discuss the main results and lessons learned. Finally, in section 5 we give the conclusions, outline current limitations of the approach, and discuss future work.

2. BACKGROUND AND RELATED WORK

To explain the decisions that an intelligent system take is key to improve the adoption of such decisions by users [14]. Particularly, explanations of recommendations are important because recommender systems are often affected by two problems. The first one is that many recommenders work as “black boxes”, and given a recommendation, the user can trust or doubt it since she/he does not know in what way the system obtained that recommendation [15]. The second one is that recommenders are stochastic processes (since they vary over time) and, therefore, can produce errors no matter how well they have been implemented. In this context, explanations can provide some transparency, giving details of the reasoning and data behind the recommendation [16], [17].

The information provided by an explanation can be of many types, depending on its purpose, which is not always to convince the group members about accepting the recommendation given. That is, the role of explanations is necessary to justify why an item was recommended. According to [15], [18], the purpose
of explaining the recommendations is to help increasing confidence, improving the performance of decision-making and, above all things, granting transparency to users. The explanation can help users to understand the system recommendation process as well as to know its virtues and shortcomings. According to [19] the explanations can serve multiple purposes. For example, if the goal is to expose the reasoning and the data behind the recommendation, then the purpose of the explanations is to increase transparency. If the goal is to explain the user why she/he would want a certain item or not, the explanation contributes to improving the effectiveness of the recommendations. In addition to the two motivations, as explained in [19], [20], other possible objectives that an explanation can pursue include: trust (increase the user’s trust in the system), efficiency (help the user to make decisions more quickly), persuasiveness (convince the user to accept the suggestion: to try something and buy something), satisfaction (increase the user’s level of enjoyment when using the system and ease of use), and scrutability (if the user is allowed to inform the system about an error in the prediction made).

In addition to the motivations that make the explanation of recommendations necessary, the explanation styles to be used must be taken into account. The explanation style refers to the way in which the explanation is presented to the user and the information it contains. In the literature it is possible to find taxonomies that classify explanations both with respect to their content and the way they present the information, as well as regarding the technique being used to generate the recommendations. For example, in [21] a taxonomy is proposed that classifies the recommendation systems according to the given explanation style: human style, item style, feature style, and hybrid styles, i.e. a combination of some of the previous styles. If we consider the underlying algorithm, recommendation systems are classified in [19], [22], according to the style of explanation they provide, which according to the authors, it is somewhat dependent on the type of algorithm used by the recommendation engine. These styles can be based on: cases, collaborative filtering, based on content, conversational recommendation systems (ACORN [23]), demographic information (INTRIGUE [1]), or knowledge/utility (Qwikshop [24]).

When working with a GRS, explanations become even more important. Given the many ways in which a recommendation for a group can be obtained, and the conflicts of interest that may exist within a group, it is natural to think that group members would like to understand how they came to the recommendation they obtained and, in particular, how attractive the recommended items are for the other members of the group [25]. Currently there are only a few GRSs that provide explanations for their recommendations. While some works [2] focus on explaining the process for generating the group recommendations, others focus on explaining the recommendations generated [11–13]. In the rest of this section, we consider the second category of approaches, since from the perspective of group members this kind of explanations is easy to understand, because they do not need to know about the techniques used to generate the group recommendation.

In [11], the INTRIGUE GRS is proposed, which is able to recommend travel destinations to individuals and groups. INTRIGUE also provides explanations for its recommendations as a way to increase the users’ trust in the recommendations. Particularly, the explanations pursue two objectives: i) to justify why an item is being recommended to the group and ii) to inform the group members about the existence of possible conflicts of interest. In [11], the authors propose a GRS that provides explanations for its recommendation. The explanations are built to inform the user about: i) the aggregation technique used when generating the group recommendation; ii) the estimated group rating for the recommended item; and iii) the preferences of the group members that were prioritized when computing the group ratings for the recommended items. POLYLENS [12] is an GRS that generates group recommendations in the movies domain by using a recommendation aggregation approach. To increase the transparency regarding the decision made, POLYLENS provides simple explanations that show the predicted individual (group members) and group ratings for the movies recommended. At last, in [13] the authors proposed an approach called Make-It-Personal. Differently from other expert systems, this approach not only generates explanations about the group recommendation but also about the social reality of the group for whom the recommendation was generated. Make-It-personal is able to produce two types of explanations: textual social explanations (TSE) and graphical social explanations (GSE).

In general, we can see that the works above only focus on informing how satisfied the GRS considers that the group will be with its recommendation. This is due to the lack of data that could be used to create better explanations. Existing approaches use aggregation techniques and thus they cannot explain much. Other approaches, like [13], provide richer explanations but require the users to provide additional (personal) data (e.g. with regard to their social relationships). We argue that a common problem shared by all the approaches is that, due to their reliance on aggregation techniques when generating the group recommendation, they tend
to use their explanations as a way of convincing unsatisfied group members to accept the recommendations so that other group member(s) will then be happy. In this context, the main difference between our proposal and these approaches is that our explanations are entirely based on: i) information related to the rating predictions made by a SUR and ii) in data extracted from a negotiation process. Additionally, the explanations provided do not only aim to inform the users about how satisfied the system believes they will be with the recommendation (like most of the analyzed approaches do), but also aim to identify and inform possible conflicts of interest among the group members.

3. PROPOSED APPROACH

We depart from the assumption of a GRS that works as a multi-agent system (MAS). In this MAS, each agent acts on behalf of a group member and maintains a profile with the user’s preferences. An agent is capable of: i) predicting the rating the user would assign to an item not yet rated and ii) generating a ranking of “interesting items” for the user (items the user would like). To do so, each agent internally delegates some recommendations functions on a SUR. Initially, the user’s preferences are the ratings assigned by the user to the items she rated in the past. Furthermore, these agents can engage in a negotiation process to try to reach a consensus on the most satisfying items for the group of users they represent. This negotiation process is multi-lateral and single-issue [26]. An instance of a MAS-based GRS using negotiation is the MAGReS approach [8], although other implementations are also possible. The MAGReS architecture is schematized in Figure 1.

![Figure 1. Group recommendation approach plus explanations](image)

More formally, let \( A = \{ag_1, ag_2, ..., ag_n\} \) be a finite set of \( N \) cooperative agents, and let \( X = \{x_1, x_2, ..., x_m\} \) be a finite set of potential agreements or proposals, each one of them containing an item that can be recommended to one of the agents. Each agent \( ag_i \in A \) has a utility function \( U_i : X \to [0, 1] \) that maps proposals to its satisfaction value. This utility function captures the preferences of the user represented by the agent for different items. Each agent internally relies on a SUR to generate a ranking containing the items (candidate proposals) that the agent can propose to the group. The ranking is sorted in descendant order according to the utility value of the item. This way, the set \( X \) can be seen as the union of the rankings produced for all the agents, plus an special agreement called conflict deal, which yields utility 0 for all the agents and will be chosen as the worst possible outcome (no agreement is possible). The negotiation proceeds in rounds, in which each agent makes a proposal (i.e., a given item) to the other agents. In case all the agents agree on the proposal, in terms of their respective utilities, the negotiation ends with an agreement, which is interpreted as a group recommendation. There is an agreement when one agent makes a proposal that is at least as good (regarding utility) for any other agent as their own current proposals. In such a case, the other agents will accept the proposal. In case no agreement exists, one (or more) agents should make a concession. A concession means that an agent seeks an inferior proposal (in terms of utility), with the hope of reaching an agreement. When none of the agents can make concessions, the negotiation ends with conflict.

Conceptually, the MAS is seen as a GRS that takes a set of user profiles as inputs and generates a list of recommended items as output. Each item in this list is generated by a negotiation process, and it is intended to satisfy the group of users as a whole. However, these items carry no explanations for the users of the group. The explanation generation (EG) approach proposed in this work complements the MAS by allowing users to know how the recommendations were decided by the GRS. It should be noticed that MAGReS is a particular instance of a GRS. To provide explanations, EG processes information collected by the GRS with regards to: i) the negotiation process and ii) the rating predictions made by the SUR systems. We refer to all this information as source data. From this information, the EG approach is capable of generating two types of explanations, which we believe contribute to the understanding and transparency of the GRS. The first explanation type is related to the information extracted from the negotiation process. Within this type, we can distinguish two...
sub-types, namely: affinity explanation and explanations with respect to the amount of items recommended. The second type is based on the information extracted from the SUR. Within the second type, we can also distinguish two sub-types, namely: satisfaction explanations and explanations with respect to the group members’ profiles, which are also related to the negotiation process.

The mechanism for generating the explanations is based on predefined templates (one per explanation type) that might include textual and graphical parts. The textual part contains placeholders, which can be substituted for actual values (e.g., average user satisfaction) or user information (e.g., user name). There are different metrics to evaluate text generation. Particularly, the quality of the free-text explanations can be evaluated in terms of readability, based on frequently used readability measures, such as: Gunning Fog Index, Flesch Reading Ease, Flesch Kincaid Grade Level, Automated Readability Index, and Smog Index [27]. We ran different tests on our templates and obtained satisfactory values of the measures. For example, the average value for the Flesch Kincaid [28] test was 80 (being 100 the maximum). Each type of explanation is detailed in the following subsections.

### 3.1. Affinity explanations

This type of explanations seeks to inform the group members about how compatible their interests are, so as to help exposing conflicts of interest. To generate these recommendations, we take information from the negotiation process carried out by the agents in the MAS. Particularly, we build the explanation with the following information: the amount of concessions made by each agent, the amount of proposals made by each agent, and the amount of proposals that each agent accepted by another agent. Notice that we do not need to access to private information of users to build this type of explanation. The affinity explanations are generated with two levels of granularity: user-user and group. At user-user granularity level, the explanations aim to inform what the affinity levels between each pair of user are. This kind on explanation is built considering how the agent that represents each group member interacts during the negotiation process. Particularly, given two users \( u_1 \) and \( u_2 \), and two agents \( a_1 \) and \( a_2 \) (where \( a_i \) represents \( u_i \)), we analyze the proportion of the proposals uttered by \( a_1 \) that were accepted or rejected by \( a_2 \), and vice versa. The affinity between two users is defined by:

\[
Aff_{user-user}(u_i, u_j) = \frac{|p \in P_{u_i} \land u_i \text{ accepted } p|}{|P_{u_j}|},
\]

where \( P_{u_j} \) is the set of proposals uttered by the agent \( a_{j} \) during the negotiation.

For example, if agent \( a_1 \) accepts 9 of 10 proposals uttered by \( a_2 \), \( Aff_{user-user}(u_1, u_2) \) will be 0.9, but if agent \( a_2 \) accepts 2 of 6 proposals uttered by \( a_1 \), \( Aff_{user-user}(u_2, u_1) \) will be 0.33. These values of affinity indicate that the preferences of \( u_1 \) are closely related to the preferences of \( u_2 \), but not vice-versa. To materialize this information in an explanation, we use text templates according to the affinity level. We empirically define three levels of affinity: low, medium and high based on two thresholds \( t_{h_{low}} = 0.5 \) and \( t_{h_{high}} = 0.8 \). Then, the affinity level of \( u_1 \) with respect to \( u_2 \) is high, but the affinity level of \( u_2 \) with respect to \( u_1 \) is low (0.33 < \( t_{h_{low}} \)). Table 1 shows the templates to generate affinity explanations according to the affinity level.

<table>
<thead>
<tr>
<th>Type</th>
<th>Template</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>user-user</td>
<td>&quot;From what we saw in {userName1} preferences profile, it seems he/she does not like the same kind of movies {userName2} likes.&quot;</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>&quot;According to what we saw in {userName1} preferences profile, he/she may like some of the movies {userName2} likes.&quot;</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>&quot;It seems that the users {userName1} and {userName2} may have some interests in common.&quot;</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>&quot;It seems that {userName1} likes the same kind of movies {userName2} likes.&quot;</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>&quot;It seems that the users {userName1} and {userName2} have many interests in common.&quot;</td>
<td>high</td>
</tr>
<tr>
<td>group</td>
<td>&quot;According to what we saw when generating the recommendation, it seems that the user {userName} does not like many of the movies the rest of the group members like.&quot;</td>
<td>conflicting</td>
</tr>
<tr>
<td></td>
<td>&quot;It seems that {userName} would like almost all the movies liked by the other members of the group.&quot;</td>
<td>emphatic</td>
</tr>
</tbody>
</table>

At group granularity level, we aim to inform that there are conflicting or emphatic members in the group. A conflicting member is a user who has rejected most of the proposals received during the negotiation. In contrast, an emphatic member is a user who has accepted most of the proposals received during the negotiation. To determine this, we compute the proportion between the proposals accepted by \( u_i \) and the total number of proposals uttered during a negotiation: \( Aff_{group}(u_i) = \frac{|p \in P \land u_i \text{ accepted } p|}{|P|} \), where \( P \) is the set of proposals. Moreover, we define empirically two thresholds \( t_{h_{conflicting}} = 0.2 \) and \( t_{h_{emphatic}} = 0.8 \).
Thus, if $Aff_{group}(u_i) < th_{conflicting}$ the user is considered as a conflicting member, and if $Aff_{group}(u_i) > th_{emphatic}$ the user is considered as a emphatic member. In Table 1 we can also see the templates to generate affinity explanations at group granularity level.

Moreover, we define an additional explanation within the scope of a single negotiated item. Figure 2(a) shows an example of this explanation. Here, the users can observe information about the number of times that each user concede and information about how many proposals are accepted or rejected by each group member.

### 3.2. Explanations with respect to the amount of items recommended

This type of explanation is generated when the GRS is not able to generate a recommendation containing the requested amount of items. This might occur if the interests of the group members are so conflicting that the agents are not able to reach an agreement. In consequence, the negotiation process ends with a conflict. The template used to communicate this explanation is "It seems that the interest of the group members {severityLevel}. Because of this, it was {difficultyLevel} to find recommendations suitable for the group and so we could only produce {recsGenCounts} recommendation (requested {recsExpectedCount})". In this template, the variable severityLevel indicates the severity of the conflicts occurred during the negotiation. The severity level is computed taking into account the number of recommendation generated by the negotiation process (recsGenCounts) and the number of recommendations requested by the group (recsExpectedCount): $severity = \frac{recsGenCounts}{recsExpectedCount}$. We define three levels of severity: high if $0 \leq severity < 0.33$; medium if $0.33 \leq severity < 0.66$; and low if $0.66 \leq severity < 1$. Notice that if recsGenCounts is equals to recsExpectedCount this kind of explanation is not generated.

### 3.3. Satisfaction explanations

To complement the explanations generated from the negotiation information, we define well-known explanations inspired by the approaches analyzed in section 2. They aim to increase the transparency of the recommendation process, by clarifying the reason why the items were recommended to the group. They also aim to persuade the group members to consider items that they might not know but might like. The satisfaction explanations are also generated with two different levels of scope (item or recommendation) and granularity (per-user or group). Table 2 shows the templates used to generate the explanations. Particularly, when the scope is item, the satisfaction explanations can be presented using three different styles, namely: textual, graphical and hybrid (it combines text and graphics, as depicted in Figure 2(b)).

![Figure 2](image-url) Figure 2. Examples of explanations with scope single item: (a) affinity explanation and (b) satisfaction explanation (Granularity: per-user and group. Style: hybrid)
Table 2. Templates for satisfaction explanations

<table>
<thead>
<tr>
<th>Scope</th>
<th>Granularity</th>
<th>Template</th>
</tr>
</thead>
</table>
| Item    | User        | "We believe that \{userName\} will be \{satisfactionLevel\} with this movie. In fact, we think that \{userName\} would rate this movie \{starsQuantifier\} \{starsCount\} stars \{starsQuantifierAproxAfter\}."
|         |             | "In our opinion, \{userName\} will be \{satisfactionLevel\} with this movie, as according to our estimations \{userName\} would rate this movie \{starsQuantifier\} \{starsCount\} stars \{starsQuantifierAproxAfter\}."
|         |             | "Given that we estimate that \{userName\} would rate this movie \{starsQuantifier\} \{starsCount\} stars \{starsQuantifierAproxAfter\}, we believe that \{userName\} will be \{satisfactionLevel\} with this movie."
|         |             | "It was impossible to determine whether \{userName\} will be satisfied with this item or not. We have assumed that he/she will not. He/She may not have rated enough items." |
| Group   |             | "We believe that the group will be \{satisfactionLevel\} with this movie. In our opinion, the group would rate this movie \{starsQuantifier\} \{starsCount\} stars \{starsQuantifierAproxAfter\}."
|         |             | "In our opinion, the group will be \{satisfactionLevel\} with this movie. In fact, we think that the group would rate this movie \{starsQuantifier\} \{starsCount\} stars \{starsQuantifierAproxAfter\}."
|         |             | "With regard to this item, we think that the group would rate it \{starsQuantifier\} \{starsCount\} stars \{starsQuantifierAproxAfter\}. Thus, in our opinion the group will be \{satisfactionLevel\} with this movie." |
| User    | Recommendation | "We believe that \{userName\} will be \{satisfactionLevel\} with this recommendation."
|         |             | "In our opinion, \{userName\} will be \{satisfactionLevel\} with this recommendation."
|         |             | "We think that \{userName\} will be \{satisfactionLevel\} with the movies recommended." |
|         |             | "It was impossible to determine whether \{userName\} will be satisfied with this recommendation or not. We have assumed that he/she will not. For more information, head to the "Preferences Profiles" Section." |
| Group   | Recommendation | "We believe that the group will be \{satisfactionLevel\} with this recommendation."
|         |             | "In our opinion, the group will be \{satisfactionLevel\} with the movies recommended." |
|         |             | "Overall, we believe that the group will be \{satisfactionLevel\} with this recommendation." |
|         |             | "According to our rating estimations, we think that the group will be \{satisfactionLevel\} with the movies we recommended." |

3.4. Explanations with respect to the group members’ profiles

Finally, our approach generates explanations to inform the group about those group members for whom their preference profiles do not have enough information for the recommender to make predictions. This is important because the recommender cannot predict the preferences of the users, and this aspect has a strong impact on the negotiation process. In these situations, the agents do not have proposals to utter and, consequently, they have to accept any proposal received from the other group members.

4. EVALUATION

We carried out a series of experiments with subjects to evaluate the different types of explanations generated by the EG approach in the movies domain. The experiments had the following goals: i) determine whether the explanations provided are useful for users and ii) considering the information provided in the explanations, assess whether users would consider changing the feedback given to the recommended items. Note that the second goal is more ambitious than the first one, as it would indicate that the GRS can persuade the user about item decisions. We used a reduced version of the MovieLens latest dataset, provided by GroupLens [29], which contains: 15,816 users, 3,257 movies and 780,327 ratings. The experiments were performed using a web application in order to provide explanations for the recommendations.
4.1. Initial evaluation

Initially, we developed a prototype of the approach and conducted a first evaluation with a small set of users, in order to test the different types of explanations and get feedback from the users. The lessons learned during this experiment drove the definition of the explanations described in section 3. During the first semester of 2018, we conducted an experiment with 34 participants using a recommendation application for movies. These participants were students of computer science engineering in their fourth year of the career, Ph.D. students in computer science and researchers, between 20 and 40 years old. As group recommendation systems, we used both a traditional preference aggregation approach and a multi-agent negotiation approach. The experiment comprised six stages, namely:

- Login in to the application and populate the individual profiles by rating movies: the participants were asked to rate at least 15 movies, with 0 to 5 stars. The participants could choose among 300 movies to be rated. These movies were selected considering that: a) the genres of the movies were diverse; and b) they were released after the date of birth of the participants (most of them were born during the 80’s) or they were famous movies).
- Group formation: we formed groups of 3 people randomly.
- Group recommendation generation: each group was asked for 10 recommendations.
- Evaluation of recommendations (without looking at explanations): once the recommendation is generated, users can provide feedback for each item recommended. This feedback can be provided individually and group-wise, and it is expressed as a rating (1 to 5 stars).
- Evaluation of explanations: the recommender system provides explanations for the items recommended. Users have to review the explanations generated and determine whether they would change the feedback provided in stage 5.
- Users were asked to answer a questionnaire regarding the explanations.

The experiment involved 18 groups, 15 of these group had 3 members and 3 groups had 2 members. The types of explanations that were available in the Web application were regarding satisfaction and flexibility. Regarding satisfaction, for each item recommended to the group, the system showed information about the estimated group satisfaction and the individual satisfaction of each group member. This type of explanation only included the graphical style of the explanation when the scope was an item as shown in section 3.3. Regarding flexibility, the system gives information about the percentage of concessions made by each member of the group, and the amount of proposals accepted and rejected by each group member. This was also a subset of the Affinity explanations defined in section 3.1. Particularly, this type of explanation included the explanation within the scope of a single negotiated item.

The questionnaire that the users had to answer consisted of the following questions:

- Do you consider that the explanations provided are useful? Why?
- Do you consider that the explanations provided enable you to understand how the system works?
- Would you change the feedback provided once you have seen the explanations?
- What is your opinion about the format of the explanations?

After analyzing the answers given by the participants with respect to the usefulness and format of the explanations, we drew a number of observations that were considered to improve the EG approach. Half of the users considered that the explanations provided were useful because, in this way, they could know which users were satisfied and which ones were not. The other half indicated that they were only interested in getting a recommendation, without any need of explanations. All users agreed in that the explanations enabled them to understand better how the GRS works. However, half of them argued that as users, they were not interested in knowing how the system works. Half of the users answered that they would not change the feedback provided after seeing the explanations. The other half indicated that they would change the feedback after seeing the explanations, particularly for unseen movies. Regarding the format of explanations, half of the users agreed with the information provided. Others indicated they would like to have access to the ratings provided by the other group members. Finally, some users would prefer an explanation provided in natural language rather than graphic format. Taking into account these lessons learned, we refined the different types of explanations obtaining those described in section 3.
4.2. Evaluation with improved explanations

The participants of the experiments were 48 students of computer science engineering in their last years of the career and Ph.D. students in computer science. Their ages ranged between 23 to 42 years. The participants finally formed 32 groups of 3 members since each participant was part of at least two groups. The participants were required to perform a 7-stage process, as described in section 4.1.

The evaluation was carried out in two parts, each one covering a subset of the questions. Figure 3 shows the results of the most relevant questions. The first part covered questions Q1 to Q7 and was centered on the item-level explanations, which are exclusively satisfaction explanations (with scope set to item). For the experiment, we allowed the participants to see all three styles (textual, graphical and hybrid) of recommendations, and asked them which one of the styles they preferred. The favourite style was the hybrid one (76%), since it allowed to see at a first glance how good the GRS thought the recommendation will be for them, but it also provided a few additional details in form of text. The participants also stated that the textual style was a bit repetitive, which was expected due to the low number of template options available at the time of the experiment. In consequence, only 2% of the participants preferred textual explanations, and 22% of the participants preferred only graphic explanations. In response to Q3, 53% of the users said that the explanations were accurate. We later analyzed why the remaining 47% considered the explanations inaccurate. We think that one reason could be the low quality of the predictions made by the individual recommender system (SUR) used in the experiments.

Question Q4 showed that 71.8% of the participants confirmed that the explanations matched with their opinion about a movie that they had already watched. The difference between the percentage of Q3 and Q4 is due to the fact that Q4 only took into account the movies already watched by the users. For this reason, we consider that explanations failed to explain movies that users did not know due to the fact that users could be not motivated to see a movie just by reading the title and the textual description. In addition, question Q5 showed that 69.4% of the participants would accept to see a movie recommended taking into account the information given by the explanations.

Finally, in response to Q6 the majority of the participants (around 73% of them) indicated that they considered this kind of explanations useful. Some of the reasons stated were the following: i) they help them to have a better understanding about why the item was recommended; ii) they give them information about the interests of the group members; iii) they enable them to consider movies that they would not consider otherwise; and iv) they provide contextual knowledge. The users additionally stated that these explanations were specially important if they did not know the item recommended. Those users that did not found the explanations useful indicated that: they preferred an explanation saying that “we recommend movie X because you liked movie Y”; they wanted information about other members’ ratings; they were sometimes redundant.

The second part covered questions Q8 to Q20, and was used to evaluate the explanations generated by our approach for the recommendations (as a whole). This part targeted the following types of explanations: satisfaction explanations (scope: recommendation, granularity: both); affinity explanations; explanations with respect to the amount of items recommended; and explanations with respect to the profiles of the group members. With respect to the satisfaction explanations (questions Q8 to Q11), 83.7% of the users involved in the experiment stated that the satisfaction explanations with group granularity were very useful (Q8), especially because: i) the explanations helped them to have a preliminary idea of the quality of the recommendation;
ii) they gave information about the tastes of other users, which can be considered to decide whether or not to see a movie; and iii) if they did not know some of the movies recommended, the explanation encouraged them to ask for reviews of the movies. Related to this, the satisfaction explanations with per-user granularity were also very well received, as the 77.6% of the participants considered these explanations were useful (Q10).

Regarding to the explanations extracted directly from the negotiation information, question Q13 showed that 78.4% of the participants considered the group affinity explanations as accurate. Moreover, 95.9% of the users indicated that at least some of the user-user affinity explanations were accurate (Q15). In addition, 55.1% of the users preferred explanations generated from negotiation information to explanations generated using information from the users profiles (Q16). The remaining explanation types were considered as useful (Q18) by most of the participants (approximately 65% of them). This was expected because of these types of explanations are generated only when our approach must inform the group about an extreme situation that conditioned the operation of the multi-agent negotiation.

Finally, we asked the participants if, after seeing the explanations, they would decide to modify the feedback they had given to the items recommended (Q20): only 46.9% of the participants indicated that they indeed had modified the feedback given. Because of this aspect, and considering that most explanations were considered useful, we believe that it is necessary to adjust some explanation types, if we want to increase their effect on how the group perceives the recommendation.

5. CONCLUSION

In this article, we propose a novel approach that is capable of producing explanations of group recommendations based on negotiation information and without requiring the users to provide additional data. Our approach provides explanations for recommendations to groups that take advantage of the dynamics of the negotiation process. These explanations can i) help members from the group to understand the reason why each item was recommended; ii) persuade them so that they take into account recommendations that otherwise would have ignored; iii) inform them about possible affinities between their interests; and iv) notify them about particularities that occurred during the process of recommendation that could have affected the recommendations generated. To evaluate the proposed explanations, we performed experiments with human subjects in the movies domain. Taking into consideration the results obtained, we argue that the explanations provided by our GRS system are useful and can help users during the decision-making process (i.e. when they evaluate the recommendations and decide whether to accept them or not). The experimental results showed that a significant number of users considered changing their evaluation of the recommended movie based on the explanation offered by our approach. For this reason, one of our findings is that, considering that users could change the feedback given to recommended items, GRS that provide explanations have an advantage over those that do not provide them. In addition, users indicated that among the different types of explanations, they preferred those generated from negotiation information. One of the limitations of our proposal is linked to the evaluation process. Given the reduced number of subjects (with a similar career profile) that participated in our user study, the results obtained, although they are promising and interesting, cannot be directly extrapolated to a larger user population. As a future work, we plan to enhance the explanations provided taking into account the results obtained and mainly the information provided by users in the questionnaire. Particularly, we plan to adapt the explanations according to the different personality characteristics (e.g., the conflict resolution styles). Moreover, future work will aim to model i) different personalities and ii) relationships between the users in the negotiation strategy used by the agents in the GRS. We will also evaluate the proposed approach with a larger set of subjects.
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