Deep learning method for lung cancer identification and classification
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ABSTRACT

Lung cancer (LC) is calming many lives and is becoming a serious cause of concern. The detection of LC at an early stage assists the chances of recovery. Accuracy of detection of LC at an early stage can be improved with the help of a convolutional neural network (CNN) based deep learning approach. In this paper, we present two methodologies for Lung cancer detection (LCD) applied on Lung image database consortium (LIDC) and image database resource initiative (IDRI) data sets. Classification of these LC images is carried out using support vector machine (SVM), and deep CNN. The CNN is trained with i) multiple batches and ii) single batch for LC image classification as non cancer and cancer image. All these methods are being implemented in MATLAB. The accuracy of classification obtained by SVM is 65%, whereas deep CNN produced detection accuracy of 80% and 100% respectively for multiple and single batch training. The novelty of our experimentation is near 100% classification accuracy obtained by our deep CNN model when tested on 25 Lung computed tomography (CT) test images each of size 512×512 pixels in less than 20 iterations as compared to the research work carried out by other researchers using cropped LC nodule images.
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1. INTRODUCTION

It is a fact that Lung cancer (LC) is the primary cause of carcinogenic death among men and women. Every year, numerous people die due to LC compared to that of breast, colon, and prostate cancers. As per American society of Lung cancer, newly identified lung cancer in recent year, makes around 1,918,030 new cases of lung cancer in the United States causing around 609,360 deaths [1]. In India, in a total of 5.26 million cancer cases, and 5.9% of cases are related to lung cancer [2]. Though LC is a serious disorder, some people are cured. In the India alone, 1.8 million people every year are identified with lung cancer. About 350,000, people identified with LC at some point are alive today due to early detection and treatment. So, early LC detection could be a boon for increasing the recovery chance of a patient.

Detection of LC based on few invasive techniques such as spiral computed tomography, sputum cytology, fluorescent bronchoscopy and lung cancer-related antigens are available but are limited in their findings w.r.to prior detection of LC [3]. Support vector machine (SVM) classifier is tested and found to be most suitable classifier for rice classification, data mining and skin disease detection [4]–[6]. Training the convolution neural network (CNN) for medical image classification is reported in [7]–[11]. Lung cancer detection by unsupervised pretraining on natural or medical images is reported in [12]–[15] followed by fine-
tuning on medical target images using CNN or other types of deep learning models. Barba et al. [16] and Feulner et al. [17] explained there is report on analysis of three-dimensional patch creation for lung nodule detection and analysis on the extracted multi-level image features [18], [19].

Deep learning assisted with voting function for categorization of lung cancer presented by Rossetto et al. reported an accuracy of 97.5% with false positive rate less than 10% [20]. Sputum sample analysis manually needs a trained person to avoid errors besides it needs more time but results may be inaccurate [21]. Wu and Zhao reported Lung cancer detection (LCD) accuracy of 77.8% when tested on very small set of computed tomography (CT) lung images using supervised machine learning algorithm based on entropy degradation [22]. A review of various methods of LCD is reported by Kaur [23]. Taher and Sammouda presented two segmentation methods using neural network (NN) and a fuzzy c-mean (FCM) clustering algorithm, applied on colour sputum images to identify early stages of lung cancer [24]. Cervical cancer detection is studied by Intel group and have reported that, deep learning (DL) enhances accuracy by 81%,” using intel technology [25].

Area quantification in hematoxilin and eosin stained samples with rich immune cells was analysed by Turkki et al. where deep CNN showed F-score of 0.94 [26]. The process was aided by an antibody-guided annotation. detection of lymph nodes (LN) in thoraco-abdominal region and classification of interstitial Lung disease (ILD) was studied by Shin et al. using transfer learning based CNN. Prediction of axial CT slices with ILD categories was reported by them achieving 85% sensitivity and false positive rate of 3%, on the mediastinal LN detection [27]. Krewe et al. researched on lung cancer detection [28] using Lung image database consortium (LIDC)-image database resource initiative (IDRI) (LIDC-IDRI) data set [29] and revealed that they could get classification accuracy of 90.9% for 33 CT images with specificity of 94.74%. For lung cancer detection, Rao et al. used a batch size of 20 during training the CNN keeping iterations as 1,000 and have reported a classification accuracy of 76% on LIDC-IDRI data set [30]. A LC image classification accuracy of 96% has been reported by Sasikala in [31] where they implemented CNN model on hundred, 20×20 pixels LC images. Abdul reported lung CT image classification accuracy of 97.2% where they worked on 28×28 nodule image size obtained from LIDC-IDRI [32]. Bhat et al. have shown that, CNN outperforms compared to the traditional methods in classifying the LIDC/IDRI lung CT images of size 40×40 pixels with an accuracy of 96.6% using three convolution blocks [33].

Deep learning techniques not only help to boost the accuracy of the early detection but also assist automation of the initial diagnosis of medical scans. So the purpose of this work is to design, implement and find an appropriate LC classification model that can differentiate between normal and cancerous lung CT images from LIDC-IDRI database [29]. Here we used CT images of size of 512×512 pixels instead of working on extracted nodule as reported in [31]–[33]. Our experimentation of arriving at the best model is based on the SVM and deep CNN classifiers. The statistical features obtained from preprocessed LC CT images are given as input to SVM classifier for classification into benign and malignant lung CT images. CNN based deep learning with single convolution block is used as a second method to classify lung CT images. Our experimentation using deep CNN model revealed 100% classification accuracy when tested on 25 test images of size 512×512 pixels.

2. THEORETICAL BACKGROUND

This section covers a brief preliminary about the two classifiers used in this paper viz.: SVM and deep CNN. SVM is the most sought-out tool for two class classification problems. CNN is immune to shift variance or space variance.

2.1. SVM

In two classification data points are grouped into to independent classes by SVM. SVM computes the hyper-plane that isolates the two classes. This hyperplane is a line separating the plane into two fragments or classes in two-dimensional space. It uses a discriminative classifier to split the hyperplane where a singular data point is represented in n-dimensional space as a point with the estimation of each component being the prediction of a particular class. SVM algorithm finds an optimum hyperplane during training that categorizes new samples with label. Data points of SVM are features like correlation, homogeneity energy, entropy and contrast property as in (1)-(4) derived from gray level cooccurrence matrix (GLCM) of CT images. In all these P(i,j) is a cooccurrence value of a pair of pixel at coordinates (i,j), N is number of cooccurrence pairs, μ is mean and sigma σ is standard deviation and σ2 variance.

– Correlation: It returns a metric for how closely a pixel is related to its neighbours throughout the entire image. A fully positively or negatively correlated image has a correlation of 1 or -1.
\[ \text{Correlation} = \sum_{i,j=0}^{N-1} \frac{(i-\mu)(j-\mu)}{\sigma^2} \] (1)

- **Homogeneity**: It returns a value that indicates closeness of GLCM's element to the diagonal elements of GLCM. For a diagonal GLCM, the range is \([0, 1]\), and is expressed as further.
\[ \text{Homogeneity} = \sum_{i,j=0}^{N-1} \frac{p_{i,j}}{1+(i-j)^2} \] (2)

- **Energy**: It is the GLCM's sum of squared elements. The location of the property energy is also termed as energy homogeneity or energy uniformity. Its range is between \([0, 1]\). For a constant gray level, the energy is 1.
\[ \text{Energy} = \sum_{i,j=0}^{N-1} (p_{i,j})^2 \] (3)

- **Entropy**: This is a randomness metric that reaches its maximum value when all of elements are equal. The equation for entropy is as in (4).
\[ \text{Entropy} = \sum_{i,j=0}^{N-1} -\ln(p_{i,j})p_{i,j} \] (4)

- **Contrast**: It is the measures the local variations in the GLCM.
\[ \text{Contrast} = \sum_{i,j=0}^{N-1} (i-j)p_{i,j} \] (5)

2.2. CNN

Convolutional neural networks are known as artificial neural networks (ANN) with property of invariance to space and shift depending upon their shared weights architecture and invariance characteristics. A CNN includes an input layer, output layer and multiple hidden layers. The hidden layers are usually made of convolutional layer, rectified linear unit (ReLU) layer, pooling layer, fully connected (FC) and normalization layers. The procedure of convolution is a cross-correlation rather than a convolution. The configuration of CNN depends upon the type and complexity of the issue to be solved with the projected output from the network. They are made up of two modules viz: the feature extractor and the classifier. The feature extractor is composed of convolutional and pooling layers followed by zero or more FC layers which form the classification module. This layer calculates the subsequent probabilities for the given input to fit in to one of the classes. Exclusion of the output layer along with the optional elimination of the last few fully connected layers transform the CNN from a classifier to a feature extractor.

2.3. CNN architecture for LCD

The architecture of CNN in LCD system consists of various layers such as image input layer, convolution layer, ReLu layer, max pooling, fully connected layer and softmax layer, as shown in Figure 1. The classification layer is configured to have two classes to classify lung CT images into non cancer and cancer classes. The input layer to this CNN has a lung CT image each of size 512x512 pixels. The LIDC-IDRI data set are used as input images to first input layer.

![Figure 1. Layered architecture of CNN network](image)

Convolution layer is the second layer for convolutional neural network (CNN). The input in 2-D convolutional layer is operated by sliding convolutional kernels moving horizontally and vertically along the...
The layer convolves the filter with input by calculating dot product of the weights and input, and includes bias term. Convolution operation of an image, \( I(a, b) \) with filter \( K(m,n) \) is represented as further.

\[
s(t) = \sum_a \sum_b I(a,b) \cdot K(m-a,n-b) \tag{6}
\]

Each convolutional 2D channel learns a different component in the input image and utilizes them in a single layer to recognize various special features in each given image. These features may be edges and pixels with low intensities. When every filter is learnt out, then each of these filters is utilized as inputs to the rectified linear unit (ReLU) layer in the CNN. Here each input element is checked and set to zero if its value is less than zero. Using a thresholding operation. Next layer in CNN is a Max pooling layer which helps to decrease the size of image by retaining maximum value in every \( 2 \times 2 \) nonoverlapping matrix of single slice. Thus, max pooling helps to retain the strongest activations and discards the other values.

Fully connected (FC) layer follows the pooling layer in CNN. Every neuron in the FC layer has a connection to every neuron in the preceding layer. It computes the probability score for classification into different classes. Thus, the high-level reasoning in the deep neural network (DNN) is accomplished via FC layers. In classification problems, the final FC layer is preceded by a softmax layer. The softmax function, normalizes taking \( K \) real input vectors into probabilities. Larger probabilities are assigned to large input components. Those network outputs without normalization are mapped into a probability distribution by softmax layer over a predicted output class. The last layer in deep CNN architecture is classification layer. It computes cross-entropy loss for multi-class classification problems. This layer takes input from the preceding output layer and assigns them to the predefined number of classes.

3. **METHOD**

Here the LC recognition system is realized using a neural network (NN) toolbox of MATLAB for implementation of SVM and CNN. Lung cancer imaging database, LIDC-IDRI [29] provided by the Cancer Imaging Archive public access community is used in this experimentation. This is a large dataset with over 1,200 patients having different cancer diseases in different parts of body. Only CT images with lung cancer are chosen as data set for our experimentation. The lung cancer images consisting of normal and abnormal status are chosen from LIDC-IDRI database. Figure 2 shows the lung CT sample images consisting of a) normal and b) Cancer CT image.

We have implemented two methodologies for Lung CT images classification a) SVM classifier and b) CNN based deep learning. Forty five Lung CT images having width and height of \( 512 \times 512 \) pixels and with labels are obtained from LIDC database. Each patient dataset is labelled as positive or negative for cancer. The database has two groups viz: Lung cancer CT images for training, and for testing.

![Figure 2. Lung CT scan images for, (a) Normal and (b) Cancer](image)

The formulated and implemented block diagram for Lung cancer detection system (LCDS) is shown in the Figure 3. The input CT images are subjected to a pre-processing where they are converted from red green blue (RGB) image to grey and grey to black-white image and then given as input to both SVM and CNN. The
two approaches classify the lung CT images into Non cancer or the cancerous images. For classification using SVM, it takes the inputs that are features such as energy, contrast, correlation, and entropy that are extracted from cooccurrence matrix derived from preprocessed lung CT images of 512×512 pixels size.

In the deep CNN method, for the training and testing, preprocessed Lung CT images are presented to the input layer of CNN. CNN is trained using single batch and multiple batches using randomly selected images. For a single batch training, 20/10 CT images were used for training/testing respectively and an additional 15 images were kept aside to test the robustness of classification. Multiple batch training consisted of 3 batches with 20 CT scans in each batch. The output layer is designed to have two classes only, i.e., non cancer (benign), and cancer (malignant).

The architecture of the implemented CNN comprises of seven layers, as in Figure 1. During training of the CNN, the weights are randomly initialized and the parameters such as learning rate, maximum number of epochs, momentum of learning, number of filters/kernel and kernel size are used in the experimentation. The parameters of each layer of the designed CNN network are set before start of training to analyze the effect of parameters.

4. RESULTS AND DISCUSSION

Experimentation on LCD is carried out in three parts viz.: LCD using SVM, LCD using CNN with multiple batch training and LCD using CNN with single batch training. The result tables and quantitative analysis of these values are discussed further. These are detailed in subsections 4.1, 4.2, and subsection 4.3 respectively. Here we have used value ‘1’/’0’ corresponding to Lung Cancer/normal Lung CT images.

4.1. LCD using SVM

Table 1. shows the accuracy of SVM for different input features selected. It is observed that the SVM classifier has produced an accuracy of 60% for each of the independent features like energy, correlation or, homogeneity considered one at a time and 65% for the contrast feature. Here wrongly classified LC image is indicated by bold letter in column of actual output. For e.g., the normal CT image classified as cancer image is indicated by bold letter 0. Since the accuracy obtained is low, deep CCN is implemented further and analyzed.

4.2. LCD using deep CNN with multiple batch training

For training a CNN with a large amount of database, multiple batch training gives the flexibility and improves the accuracy. Here the weights of the convolution layer are initialized randomly for the first batch,
and the next batch used the updated weights of previous batch for initialization. It is observed that, for batch 1, batch 2 and batch 3 training, the accuracy obtained is 70%/80%/80% respectively.

4.3. LCD using CNN with single batch training

The proposed CNN is trained using training set of 20 CT images which consisted of 10 normal lung CT images and 10 lung cancer CT images. The training images are alternate normal and abnormal lung CT images. The result analysis is divided into two parts: a) training results b) testing results as further.

4.3.1. Training result analysis

For training total of 20 Lung CT scans were taken from LIDC dataset. Training is carried out by keeping CNN parameters kernel size, number of filters, pool size constant and the parameters viz.; a) momentum, b) initial learning rate, c) maximum epochs are varied one at a time. The CNN accuracy due to change in a) momentum, b) initial learning rate (LR), and c) kernel size is as shown in Tables 2 to 4 respectively. Observations from training Tables 2 and 3 reveal 100% CNN training accuracy for the momentum value of 0.9 in 57.01 secs and learning rate value of 0.01 in 68.41 secs.

Table 2. Accuracy result for varying momentum

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Momentum</th>
<th>Accuracy</th>
<th>Time in Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>100 %</td>
<td>83.19</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>100 %</td>
<td>55.78</td>
</tr>
<tr>
<td>3</td>
<td>0.9</td>
<td>100 %</td>
<td>57.01</td>
</tr>
</tbody>
</table>

Table 3. Accuracy result for varying learning rate values

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Initial Learning Rate</th>
<th>Accuracy</th>
<th>Time in seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001</td>
<td>100 %</td>
<td>68.93</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>100 %</td>
<td>68.41</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>50 %</td>
<td>61.50</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>50 %</td>
<td>57.29</td>
</tr>
</tbody>
</table>

Table 4 depicts the training experiment results carried out for finding optimum kernel size. Out of the experimented kernel sizes such as 3×3, 5×5 and 9×9, the kernel size of 3×3 produced 100% accurate training results in 39.96 secs. Also, it is observed that, training with different epochs values of 5,10,20,30 have given 100% accuracy. However, a safe value of 30 epochs is chosen for further experimentation.

Table 4. Analysis of accuracy of training for different kernel sizes

<table>
<thead>
<tr>
<th>No. of images</th>
<th>Input Image</th>
<th>Kernel Size(s)</th>
<th>Actual Output (1 or 0)</th>
<th>Desired Output (1 or 0)</th>
<th>Accuracy</th>
<th>TPR</th>
<th>FPR</th>
<th>Time elapsed sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0</td>
<td>5×5 &amp; 3×3</td>
<td>0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0</td>
<td>0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0</td>
<td>100 %</td>
<td>100 %</td>
<td>0 %</td>
<td>40.175/39.96</td>
</tr>
<tr>
<td>20</td>
<td>0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0</td>
<td>9×9</td>
<td>0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0</td>
<td>0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0</td>
<td>90 %</td>
<td>90 %</td>
<td>10 %</td>
<td>47.13</td>
</tr>
</tbody>
</table>

Observing the various training experimental results, the best performing training parameters found are: convolution layer with 20 number of filters with filter size of 5×5, learning rate of 0.01 with 0.9 momentum, pool size 2 and stride of 2×2, max epochs of 30 and, fully connected layer with an output size of two classes as non-cancerous and cancerous. These are used in experimentation further. Figure 4(a) and Figure 4(b) show the result graph of training accuracy vs. number of epochs and training loss vs. number of epochs respectively in Appendix. It took approximately 5/8 epochs respectively for achieving the results.

4.3.2. Testing result analysis

Testing of lung CT images was carried out in two cycles with 10/15 lung CT image data respectively and by keeping the optimum CNN parameters. Accuracy of the detection of CNN network for test database is
shown in Table 5 which also depicts time of computation. Amongst the testing accuracy results obtained with variation in kernel size, the kernel size of 3x3 has given 100% testing accuracy in 0.944 seconds proving its efficacy. Performance of testing CNN network is evident in confusion matrix of Figure 5. Confusion matrix of Figure 5(a) for Test data set I and Figure 5(b) for Data set II respectively depict 100% accuracy of classification. Comparison of the different classification algorithms adopted is shown in Table 6. Here, it is found that SVM showed the least accuracy of 60% whereas CNN with single batch training produced higher accuracy than others. Comparison Table 7. reveals that our implemented CNN model performs better than the existing state-of-the-art of work by previous researchers.

Table 5. Testing accuracy of LCD with respect to the different kernel sizes

<table>
<thead>
<tr>
<th>Test Cycle</th>
<th>No. of Images</th>
<th>Input Image</th>
<th>Kernel Size(s)</th>
<th>Actual Output 1 or 0</th>
<th>Desired Output 1 or 0</th>
<th>Accuracy</th>
<th>TPR</th>
<th>FPR</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>10</td>
<td>1.0,0,0,1, 5x5</td>
<td>1.0,0,0,1, 1.0,0,0,1, 100%</td>
<td>100%</td>
<td>0%</td>
<td>1.999</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1,0,1, /3x3</td>
<td>1.1,0,1, 1,1,0,1,0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.944</td>
</tr>
<tr>
<td>II</td>
<td>15</td>
<td>1.1,1,1,1, 3x3</td>
<td>1.1,1,1,1, 1,1,1,1,1, 100%</td>
<td>100%</td>
<td>0%</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1,1,1,1,</td>
<td>1,1,1,1, 1,1,1,1,1,1, 100%</td>
<td>100%</td>
<td>0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Plot of training (a) loss v/s number of epochs and (b) accuracy v/s number of epochs
Figure 5. The confusion matrix result for testing with test data, (a) set I and (b) set II

Table 6. Comparison of different classification algorithms

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Classifier</th>
<th>Input Feature/Batch training</th>
<th>Accuracy in %</th>
<th>TPR in %</th>
<th>FPR in %</th>
<th>Time elapsed in secs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SVM</td>
<td>Energy or Correlation or Homogeneity/-</td>
<td>60</td>
<td>60</td>
<td>40</td>
<td>2.93</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Contrast</td>
<td>65</td>
<td>65</td>
<td>35</td>
<td>2.511</td>
</tr>
<tr>
<td>3</td>
<td>CNN</td>
<td>-/Batch-1</td>
<td>40</td>
<td>70</td>
<td>30</td>
<td>40.03</td>
</tr>
<tr>
<td>4</td>
<td>-/Batch-2</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>20</td>
<td>40.21</td>
</tr>
<tr>
<td>5</td>
<td>-/Batch-3</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>20</td>
<td>40.134</td>
</tr>
<tr>
<td>6</td>
<td>CNN</td>
<td>I-Single Batch</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>II-Single Batch</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 7. Comparison of proposed work with state-of-art of research

<table>
<thead>
<tr>
<th>Research Reference</th>
<th>Dataset /batch size/image size/learning rate/No. of Images/Conv layers</th>
<th>No. of Samples</th>
<th>Accuracy. (%)</th>
<th>Specificity. (%)</th>
<th>Sensitivity. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>LIDC-IDRI/-/-</td>
<td>33</td>
<td>90.91</td>
<td>94.74</td>
<td>85.71</td>
</tr>
<tr>
<td>[30]</td>
<td>LIDC/ 20/128x128/0.001/71/2</td>
<td>71</td>
<td>76</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[31]</td>
<td>LIDC/100/20x20 pixels/0.0001/3</td>
<td>100</td>
<td>96</td>
<td>1</td>
<td>0.875</td>
</tr>
<tr>
<td>[32]</td>
<td>LIDC/30/28x28/833/0.01/2</td>
<td>8296</td>
<td>97.2</td>
<td>95.6</td>
<td>96.1</td>
</tr>
<tr>
<td>[33]</td>
<td>LIDC-IDRI/1000/888/40x40/1/0.01/3</td>
<td>2948</td>
<td>96.6</td>
<td>FPR-0.018</td>
<td>ERR-0.034</td>
</tr>
<tr>
<td>Proposed</td>
<td>LIDC-IDRI/multi-20 &amp; Single</td>
<td>45</td>
<td>100</td>
<td>0</td>
<td>TPR-100</td>
</tr>
</tbody>
</table>

5. CONCLUSION

We have presented CNN assisted deep learning method which classifies the 512x512-pixel size jpeg lung CT images into non cancer class or malignant class. For the analysis of lung CT scans, the color CT scans are pre-processed and converted to grey and then to black & white images. We used 20 CT scans for training data and 10(normal+abnormal)/15 abnormal CT scans for testing. We have reported two approaches, viz.; SVM classifier and CNN using multiple batch training and single batch training. The CNN approach with single batch training gave 100% accuracy of detection for lung cancer also has taken less time as compared to the other method justifying that our method is better than state of art of previous researchers works. So, we authentically conclude that the deep learning technique using CNN can be used to automate the early diagnosis of the lung cancer from the lung CT scans. Future scope would be to justify the robustness of the designed CNN by testing on a greater number of LC CT images and to measure the nodule size for classification of LC images as (i) unknown, (ii) benign, (iii) malignant, and (iv) metastatic state of cancer.
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