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Abstract

The majority of research on predicting the price of Bitcoin employs technical methods to enhance long short-term memory models' effectiveness. Although some studies employ different machine learning techniques, such as economic or technical indicators, their precision is inadequate. Thus, this research aims to introduce a model that predicts the price of Bitcoin by utilizing the long short-term memory (LSTM) technique and incorporating gold's economic and technical data as features. The research collected gold and Bitcoin price data from FinanceDataReader for around seven years, from January 1, 2016, to January 22, 2023, consisting of six categories: date, open, high, low, close, volume, and change (based on dollars). The normalized closing price data was trained for 50 epochs, resulting in the loss value reaching close to zero. The model's accuracy was measured by mean squared error, resulting in a score of 0.0004. This study's importance is two-fold: firstly, it can provide cryptocurrency-related businesses with more accurate predictions and improved risk management indicators. Secondly, incorporating economic metrics can address the limitations of overfitting and a single model's poor performance.
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1. Introduction

According to scholarly research, blockchain technology is widely acknowledged as a pivotal innovation that is expected to greatly influence the fourth industrial revolution, along with other cutting-edge technologies [1]. The increasing adoption of blockchain technology and the growing interest in cryptocurrency highlight its popularity. The fundamental concept of blockchain technology is decentralization, which ensures transaction security through encryption for information shared among a large network of participants [2]. It consists of a public block that allows open participation and access to information, as well as a private blockchain managed by a central entity.

Cryptocurrencies are a type of payment that is received by participating in public events on blockchain networks. As blockchain technology evolves, the number of cryptocurrency transactions continues to grow [3]. With the rising trading volume of prominent cryptocurrencies, there is growing interest among researchers in predicting cryptocurrency prices using text mining and deep learning methods. Previous studies have primarily focused on either prediction based on text mining, which involves analyzing sentiments from cryptocurrency-related news or social media, or prediction based on machine learning/deep learning techniques [4].
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The limitations of the natural language processing technology utilized in this research are evident as it struggles to accurately capture the meaning and context of specialized terminologies unique to the cryptocurrency market. Several studies have been conducted to evaluate the effectiveness of different machine learning and deep learning models, revealing research accuracy rates ranging from 40% to 70%, indicating the need for improved performance [5], [6]. Additionally, the long-term, time-based prediction nature of this study presents challenges in applying it to the highly liquid cryptocurrency market.

When utilizing machine learning algorithms for Bitcoin price prediction, there may be a question regarding which characteristics ought to be taken into account. While prior investigations have examined techniques for selecting [7] and measuring [8] features, these studies have mainly relied on domain expertise [9] and may lack a thorough consideration of all feature dimensions. To tackle this concern, this study incorporates current empirical research on factors that impact the price of Bitcoin from scholars with a profound comprehension of the subject matter.

Economists have noted similarities between Bitcoin and gold in terms of scarcity, high extraction costs, and independence from government control or nationality. Bitcoin may encounter comparable challenges to gold, which functioned as a tool of transaction during the gold era but was ultimately forsaken because of liquidity worries [10], if its user population persists in expanding. Despite their differences, both assets are valuable and can be used interchangeably. However, it appears unlikely that the Bitcoin price of 240.5 USD as of June 2015 can be rationalized based on logical user behavior and intrinsic value [11].

This research focuses on the gold market and the Bitcoin market, pinpointing pertinent characteristics. The development of an accurate machine learning method for predicting Bitcoin price is crucial due to the absence of seasonality in Bitcoin and its suitability for machine learning models. A popular algorithm used in previous studies is the long short-term memory model. However, previous research has not adequately considered data frequency or sample size, which can result in errors such as overfitting. To avoid these complications, it is important to carefully consider the structures of data with different frequencies. As such, this study aims to determine whether economic and technological factors that impact gold prices can be used to accurately predict Bitcoin prices.

2. RELATED WORK

Previously, scholars have investigated diverse methods for forecasting the values of cryptocurrencies, which are classified into three main areas depending on how data is employed. These categories include studies that utilize i) text mining, ii) machine learning/deep learning, and iii) a combination of text mining and machine learning/deep learning. Studies that utilized text mining primarily extracted data from social media and articles, employing sentiment analysis to forecast cryptocurrency prices [7]. However, these studies encountered methodological limitations as information such as the number of posts or numerical trends proved to be more valuable than the text data itself. Additionally, concerns arose regarding the reliability of text interpretation and the inconsistency among individual responses to text data, posing challenges for generalization [4].

Furthermore, prior research on forecasting cryptocurrency values with machine learning analysis involved the comparison of various machine learning or deep learning models [6], [9]. A notable research area focuses on utilizing deep learning models to forecast time-series characteristics and nonlinear volatility in financial markets, enabling accurate predictions of intricate patterns and flows that are inherently challenging to comprehend [12], [13]. In their research, Greaves and Au [13] utilized machine learning techniques to make predictions about trends in cryptocurrency price movements. Similarly, McNally et al. [9] and Samaddar et al. [6] attempted to forecast cryptocurrency values with long short-term memory (LSTM). However, previous studies have primarily concentrated on long-term price predictions, achieving accuracy rates ranging from 40% to 70% in forecasting price fluctuations.

Lastly, there are scholarly investigations that employ a combination of text mining and machine learning/deep learning analyses [5]. These studies primarily center on conducting text-mining analyses, and subsequently utilizing machine-learning analyses based on the obtained results. Nevertheless, these studies are constrained by conducting separate comparative analyses of the analysis outcomes, rather than integrating the analysis techniques. Additionally, there is a limitation in that the prediction of cryptocurrency prices primarily relies on machine learning/deep learning analyses, rather than text mining analyses [14].

Currently, there is insufficient empirical evidence to support the effectiveness of machine learning algorithms in accurately predicting the Bitcoin price. The existing research is also limited in scope. Shah and Zhang [15] employed a Bayesian regression model referred to as the “latent source model” suggested by Chen et al. [16], which utilizes binary classification to forecast changes in Bitcoin prices. In their study, Greaves et al. [13] used machine learning to examine the features’ impacts on Bitcoin prices and were able to achieve an accuracy rate of around 55%. Madan et al. [17] utilized machine learning for predicting Bitcoin prices and obtained a daily price accuracy rate of 98.7% and a high-frequency price accuracy rate of 50% to
55%. McNally et al. [9] compared and analyzed bitcoin price predictions with various methodologies, and the results indicated that LSTM exhibited the highest accuracy rate at 52%.

LSTM has shown its effectiveness in predicting the highly unpredictable price of Bitcoin [18]–[20]. However, previous studies on Bitcoin price prediction have mostly concentrated on improving LSTM models from a technical perspective [21], [22]. On the other hand, studies that have used non-LSTM machine learning techniques have incorporated economic or technical features, but their accuracy has been low [23]–[25]. Therefore, this research aims to propose a model that combines the LSTM approach with the economic and technical characteristics of gold as features to forecast Bitcoin price.

3. METHODOLOGY
3.1. Sample
The data for this research was obtained from FinanceDataReader, which included gold and Bitcoin price data spanning a period of approximately 7 years, from January 1, 2016, to January 22, 2023. We collected a total of 2,577 days of Bitcoin price data, which comprised six categories: date, open, high, low, close, volume, and change (in dollars). The data was stored at a 24-hour interval, making it suitable for short-term price prediction (24 hours ahead) in this study. The distribution of gold prices is depicted in Figure 1, while Figure 2 displays the distribution of Bitcoin prices.

![Figure 1. Shows gold price distribution](image1.png)

![Figure 2. Shows Bitcoin price distribution](image2.png)
3.2. Data preprocessing

This study aims to forecast the final Bitcoin price by employing diverse variables, such as the initial price, peak price, bottom price, trading volume, and fluctuations of both Bitcoin and gold, through a comprehensive analysis. Python programming language was utilized for data pre-processing, which encompassed four main steps: i) converting raw data into a data frame, ii) refining the data, iii) normalizing the data, and iv) segmenting the data. Initially, the data sequence, which consisted of daily data, was set to a length of 30 and restructured into a data frame matrix where each unit represented 30 days. Subsequently, in the data refinement process, 27 missing values (1.04% of the total) such as null values or data marked as 0 were replaced with the mean value to address missing data. Next, data normalization was performed to scale all values of input within the range of 0 and 1. Finally, we divided the data into training data (7 parts) and test data (3 parts) in a 7:3 ratio for model development and evaluation. However, considering that the data was in a time series format, the most recent data was selected as the test data to account for temporal order. Moreover, hyper-parameters were further divided into training and validation sets at an 8:2 ratio, from the 7 parts of training data that was split for model optimization.

3.3. Price prediction with LSTM model

When examining financial time-series information, recurrent neural network (RNN) are capable of capturing sequential patterns. However, they encounter obstacles such as gradient vanishing or exploding, and inadequate integration of past data. Nonetheless, a specialized RNN variant known as LSTM excels at handling long-term dependencies in time-series data, which makes it a more effective model than conventional RNNs.

The LSTM network design, as illustrated in Figure 3, consists of memory blocks that consist of a memory cell and three gates. The gate structures have the crucial function of regulating the state of the memory cell. To be specific, the forget gate plays a role in selecting the historical information to be discarded from the memory cell state, while the input gate governs the effect of the current input data on the memory cell state. Finally, the output gate determines the output information of the memory cell. In summary, these gates are responsible for managing and controlling various aspects of the memory cell state.

3.3.1. LSTM network structure

Firstly, the data must be erased from the cell. And, it is identified based on the forget gate (ft) of the (1). It is outlined:

\[ f_t = \sigma(b_f + W_f x_t + U_f h_{t-1}) \]  

(1)

The sigmoid function \( \sigma \) is utilized for computing the preserved data in the neural network. The input vector at the current time step is referred to as \( x_t \), and the hidden layer vector is represented by \( h_t \). In the architecture of the neural network, the forget gate consists of bias \( b_f \), input weight \( x_t \), and loop weight \( x_t \).

Afterward, the information state is updated within the cell. As mentioned in (2), the external input gate (it) is governed by the sigmoid activation function. It is outlined below:

\[ g_t = \sigma(b_g + W_g x_t + U_g h_{t-1}) \]  

(2)
In (3) is used to update the cell state (Ct) by incorporating Ct−1 as the input.

$$C_t = f_t \cdot C_{t-1} + g_t \cdot \tanh (b_c + W_cx_t + U_c h_{t-1})$$ (3)

Ct denotes the status of the memory cell at a specific moment, t.

Lastly, the output gate (Ot) of (4) regulates the information output in the following manner:

$$h_t = (O_t)\tanh(C_t)$$ (4)

$$O_t = \sigma(b_o + W_o x_t + U_o h_{t-1})$$ (5)

To evaluate the model precision, mean squared error (MSE) was utilized as a typical loss function for neural network models engaged in regression tasks. The MSE measures the mean value of the squared discrepancies between the predicted values and the actual values. The reason for selecting MSE in this research is manifold. Firstly, MSE is a differentiable function, which implies that it can be applied in the backpropagation algorithm for updating the model’s weights. Secondly, MSE accounts for the magnitude of the error, as larger errors are squared, emphasizing their impact and aiding in reducing prediction errors during model training. Thirdly, MSE is robust to outliers, making it suitable for evaluating model performance even in the presence of data outliers. The calculation of MSE was performed as shown in (6), where \(y_k\) represents the predicted value and \(t_k\) represents the actual value.

$$MSE = \frac{1}{n} \sum_k (y_k - t_k)^2$$ (6)

where the variable "n" denotes the data size.

3.4. Train and test the model

In this research, the LSTM model was constructed and then the hyperparameter optimization process was performed to enhance its performance. The primary optimization process involved exploring the number of neurons and epochs. The LSTM model consists of two layers, each with a variable number of neurons denoted by 'n'. The study involved conducting experiments where the number of neurons was manipulated, ranging from 16, 32, 64, 128, to 200, and the number of epochs varied between 10, 30, 50, and 100. It was found that if the number of epochs is too small, the model does not train effectively, and if it is too large, overfitting issues may arise. As a result, the optimal combination of hyperparameters was determined to be 32 neurons and 50 epochs, yielding the best prediction results for the verification data.

In the secondary optimization process, the optimal window size and activation function were determined. This process was conducted with the number of neurons and epochs fixed at 32 and 50, respectively. The window size refers to the size of the previous dataset used for model learning, and experiments were performed with window sizes of 10, 7, 5, and 3. The activation function, which converts input values to output values in the hidden layers of the LSTM, was also optimized. Recurrent activation, a commonly used function in time-series analysis, was considered during the analysis.

The sigmoid function was utilized in its original form, while the gate function was compared and analyzed against four other functions, namely tanh, relu, linear, and softmax. Through secondary analysis, it was determined that the combination of the tanh function as the gate function with a window size of 7 yielded the best prediction results for the verification data. Further hyperparameter selection was performed during the first and second optimization processes. In this study, a dropout ratio of 0.25 was designated to randomly disconnect some of the connections between neurons to prevent overfitting. The batch size, which determines the amount of data passed to the next network after learning, was set to 2 to manage computer memory usage. Sequence length and output dimension were set to 30 days as units of measurement. Adam optimizer and MSE were used as the optimizer and loss function, respectively.

4. RESULTS

The closing price data was normalized and trained for 50 epochs in this research paper. The loss value, as depicted in Figure 4, converged close to 0 after learning. Although there were instances where the validation-set loss temporarily spiked due to sudden fluctuations in stock prices, it generally converged to 0. The outcomes of testing the trained model with test data are illustrated in Figure 5. Before output, the test results underwent inverse normalization. The model accuracy, as measured by MSE, yielded a result of 0.0004. Through testing with the trained model, it was confirmed that the actual value trend was accurately followed, as demonstrated in Figure 5.
CONCLUSION

Currently, the cryptocurrency market is experiencing significant investment due to the heightened interest in blockchain technology. However, there is a research gap when it comes to predicting cryptocurrency prices. Previous studies have attempted to forecast prices using text mining and machine/deep learning techniques, but there were limitations. Text mining studies focused on sentiment analysis of articles related to cryptocurrencies, but factors such as the number of posts or numerical trends had a more significant impact on price prediction than sentiment analysis. Machine/deep learning studies were focused on improving artificial intelligence techniques, necessitating a fresh approach. To address this research gap, this study has developed an LSTM model that predicts the price of Bitcoin based on gold prices. The model achieved an exceptionally low loss value and an MSE value of 0.0004 for Bitcoin closing price predictions. The results depicted in Figure 5 of this study reveal that the predicted value lags behind the actual value at the turning point. This phenomenon could be attributed to several factors. Firstly, data can change dramatically at tipping points, leading to different patterns than before, which can affect the predictive model. For instance, at a turning point, market conditions or investor behavior patterns may emerge differently. Secondly, turning points tend to introduce increased uncertainty, as unpredictable variables may surface. This uncertainty can reduce the accuracy of predictive models. Lastly, existing data patterns may not hold valid at a turning point. For example, predictive models based on past patterns may yield different outcomes at turning points, resulting in decreased accuracy.
Therefore, predictive models are often less precise during tipping points. To enhance predictions during tipping points, adjustments, and refinements must be made to the model to account for data and uncertainties specific to those critical junctures. An analysis reveals that Bitcoin shares similarities with both gold and the dollar. Bitcoin can function as a means of transaction, and its worth is largely affected by the federal funds rate, indicating its similarity to a currency. Nevertheless, because Bitcoin has a decentralized structure and lacks significant regulation, it cannot be considered a mere replica of traditional currencies. Bitcoin shares many similarities with gold, such as its responsiveness to similar factors, its ability to hedge against risks, and its symmetric reactions to good and bad news. Nevertheless, Bitcoin’s trading frequency is likely higher, and it responds more swiftly to market sentiment. Bitcoin, being decentralized and with a relatively small market size, can be classified as situated between a currency and a commodity. However, this does not diminish the value of Bitcoin as an asset in the market. In contrast, integrating Bitcoin into the management of investment portfolios and analysis of the market can offer a more holistic viewpoint, resulting in informed choices and an extra instrument for hedging. Moreover, risk-averse investors can utilize Bitcoin as a tool to prepare for unfavorable news. By combining the benefits of a pure store of value represented by gold and the merit of a pure tool of the transaction represented by the dollar, Bitcoin has positioned itself as a hybrid in the market. This observation implies that Bitcoin can offer the advantages of both currencies and commodities in the financial industry, which can be beneficial for managing portfolios, analyzing risks, and gauging market sentiment. The significance of this research lies in its potential to provide cryptocurrency-related companies with more advanced forecasting and risk management indicators. Currently, major services like Facebook have announced their intentions to issue and use cryptocurrencies, while other services that utilize artificial intelligence technology to analyze historical cryptocurrency price data and make price predictions are also emerging. Many researchers are also working on developing novel algorithms for cryptocurrency price prediction, utilizing various combinations of machine-learning models. However, in this study, we have improved upon existing algorithms by optimizing hyperparameters based on LSTM, resulting in a model with superior performance. Economic metrics were employed to address the limitations of a single model and its propensity to overfit. As a result, the accuracy of the predictions in this study exceeds that of prior research.
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