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ABSTRACT

Predicting diseases in advance is crucial in healthcare, allowing for early intervention and potentially saving lives. Machine learning plays a pivotal role in healthcare advancements today. Various studies aim to predict diseases based on prior knowledge. However, a significant challenge lies in representing medical information for machine learning. Patient medical histories are often in an unreadable format, necessitating filtering and conversion into numerical data. Natural language processing (NLP) techniques have made this task more manageable. In this paper, we propose three medical information representations, two of which are based on bidirectional encoder representations from transformers for biomedical text mining (BioBERT), a state-of-the-art text representation technique in the biomedical field. We compare these representations to highlight the powerful advantages of BioBERT-based methods in disease prediction. We evaluate our approach efficiency using the medical information mart for intensive care-III (MIMIC-III) database, containing data from 46,520 patients. Our focus is on predicting coronary artery disease. The results demonstrate the effectiveness of our proposal. In summary, BioBERT, NLP techniques, and the MIMIC-III database are key components in our work, which significantly enhances disease prediction in healthcare.
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1. INTRODUCTION

Researchers are actively developing modern methods to detect and prevent diseases, particularly chronic ones, at early stages to mitigate their impact on human lives. This involves merging machine learning with patient data from healthcare facilities like hospitals and clinics. This data, encompassing X-ray images, MRIs, textual information, lab results, and patient assessments, is crucial for accurate diagnosis through data analysis and machine learning techniques. However, initial data acquisition may have some randomness, necessitating refining and purifying steps to ensure its suitability for analysis and early disease detection.

Recently, there has been a significant convergence of biomedicine and data science, underpinning notable biomedical achievements. Artificial Intelligence and Machine Learning algorithms play a pivotal role in healthcare, particularly in disease prediction. Google's DeepMind Health initiative is a notable example, training software to detect over 50 eye diseases based on image features. In a comparison with diagnoses by eight doctors, the software's predictions achieved an impressive 94% accuracy rate [1].
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In the realm of scientific research and biomedical practice, navigating the complexities of medical data presents significant challenges, particularly concerning availability and diversity of data types. A pivotal aspect lies in meticulously choosing appropriate data sources to bolster the efficacy of predictive models and ensure alignment with practical expectations. Among the essential data sources are human language descriptions detailing disease diagnoses, treatment protocols, intuitive symptom reports, clinical annotations, prescriptions, and electronic medical records (EMR). These reservoirs of information are highly prized for their ability to unveil nuanced insights into a patient's health status, providing invaluable depth to medical analyses and decision-making processes.

Researchers face a challenge: unstructured, human language medical data poses difficulty for machines to interpret. To bridge this gap, informatics experts turn to machine learning techniques, particularly in natural language processing (NLP), ensuring a seamless transition from human language to machine-readable data. This issue has garnered attention from numerous researchers.

For instance, Zhang et al. [3] proposed a disease prediction algorithm based on symptom similarity analysis, considering patients' intuitive symptom reports as pertinent features. The prediction is made by comparing these symptoms with those already associated with known diseases. In [4], authors employ the Stanford Parser and rely on word2vec to convert medical information notes into numerical representations for machine learning algorithms.

Additionally, Batbaatar et al. [5] present a health-related named entity recognition (HNER) method, using unstructured Twitter messages to predict named entities: diseases, symptoms, and drugs. They generate word-level features (based on word embedding and part-of-speech tagging) and character-level features (based on convolutional neural networks or CNN). These efforts demonstrate a concerted push to overcome the challenge of unstructured medical data for enhanced disease prediction.

Clinical nursing notes, containing subjective assessments and vital patient information, often lose detail when transferred to electronic medical records (EMRs), which many clinical decision support systems (CDSSs) heavily rely on. Gangavarapu et al. in [6], addresses the gap by leveraging unstructured nursing notes to develop CDSSs, employing fuzzy token-based similarity and deep neural architectures for disease prediction, resulting in improved performance compared to existing models. Their model is based on the term weighting and the word embedding (Doc2Vec) as a vector-space modeling.

In [7], Tsipouras et al. proposed a fuzzy rule-based system for the prediction of the coronary artery disease (CAD). A decision tree is constructed using a dataset containing 199 subjects, each represented by 19 features and other demographic, history data and lab examination. Rules are extracted from the decision tree and used to construct a fuzzy model. The accuracy of the system reached 73.4% when using fuzzy model while it was 58.3% when using the normal rules extracted from the decision tree.

Based on fuzziness and rough set theories, Setiawan et al. proposed in [8] a rule-based support system for CAD disease detection which they used as training dataset from California Irvine University and tested the model on data coming from several countries. As stated by the authors, the proposed system could provide coronary artery blocking better than angiography and cardiologist. The results were validated by three experts in cardiology.

The CAD detection problem was also addressed by Chen and Hengjinda in [9] in which they proposed an algorithm for predicting coronary artery disease (CAD) using a machine learning approach. They built a pooled area curve (PUC) and compared the results of two algorithms, support vector machines (SVM) and Naive Bayes. SVM showed higher accuracy than Naive Bayes in predicting CAD.

Wu et al. presented in [10] a deep learning methodology for extracting coronary artery centerlines from cardiac computed tomography angiography (CTA) images, which is relevant for coronary artery disease (CAD) diagnosis. This approach achieved high accuracy in detecting coronary arteries, offering potential assistance in CAD diagnosis. Krittanawong et al. further investigated the predictive ability of various machine learning algorithms for cardiovascular disease in [11], highlighting the promise shown by SVM and boosting algorithms. However, due to algorithm heterogeneity, no specific algorithm was deemed superior in their systematic review and meta-analysis.

Breast cancer was also among the diseases prediction problem that got interests in the field of healthcare. Magbo et al. focused in [12] on the classification of breast cancer recurrences in women. They compared four algorithms: Logistic regression (LR), Naive Bayes (NV), k-nearest neighbors (KNN), and SVM. The Wisconsin dataset, which is relatively small, was used for the analysis. LR was found to be the best algorithm based on the evaluation metrics used.

Another type of cancer was also addressed in the literature by Maulidina et al. in [13] aimed to classify hepatocellular carcinoma (HCC), a type of liver cancer, using machine learning techniques. They utilized particle swarm optimization (PSO) for feature selection and random forest (RF) for classification. The dataset included 192 patients, with 66 diagnosed with HCC. The PSO-RF method achieved 100% accuracy, precision, recall, and F1-score when five optimized features were selected.
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Some works in the literature based on molecules to predict diseases like the work of Ouyang et al. in [14] aiming to predict associations between microRNAs (miRNAs) and diseases. They proposed the WeightTDAIGN framework, which integrates auxiliary information related to miRNAs and diseases. The model outperformed other benchmark models in accurately predicting miRNA-disease associations.

Starting from the same idea, Huang et al. in [15] developed the Metapath Associated Heterogeneous Neural Embedding (MEAHNE) model for predicting connections between miRNAs and diseases in heterogeneous networks. The model used deep learning techniques and a semantic-based attention mechanism to extract complex associated information from biological networks. MEAHNE outperformed existing models in terms of prediction accuracy.

Chen et al. developed in [16] metagenome-based human disease prediction by multi- information fusion and machine learning algorithms (MetaDR), a machine learning-based framework for predicting human diseases from microbiome data. The model addressed the limitations of previous methods by considering abundance profiles from both known and unknown microbial organisms and capturing the taxonomic relationship among microbial taxa. MetaDR achieved competitive prediction performance and discovered informative features with biological insights.

Grazioli et al. proposed in [17] The multimodal variational information bottlenecks (MIVB) Deep learning model for microbiome-based disease prediction. The model jointly analyzed gut microbial species-relative abundance and strain-level marker profiles. It achieved high performance on various disease cohorts, demonstrating its competitiveness and speed compared to existing methods.

The studies showcased here illustrate how machine learning and computational models are being applied across a spectrum of healthcare domains, from predicting CAD to classifying diseases and analyzing associations. They underscore the effectiveness of these approaches in advancing diagnosis, prediction, and understanding of various medical conditions. However, some studies also recognize limitations and suggest areas for further research and improvement. Readers can refer to [18]-[21] for more information about methods in the healthcare domain.

In this paper, we aim to tackle this challenge to build a machine learning-based model to predict implicit patient diseases. The Biomedical NLP technique elected for our research is the hottest released word embedding technique called, the BioBERT [22]. We specifically targets heart diseases, with a focus on coronary artery disease. The goal is to predict this disease using machine learning techniques applied to the MIMIC-III database, which contains information on 46,520 patients.

Our research is summarized by three orientations: first, conceptually wise, our data source is unstructured, especially we focus to exploit the information underlying within the patient disease history. Secondly, we propose in this work three types of representation of medical information: 1) Model 1 (M1): Raw-data based representation, 2) Model 2 (M2): Average BioBERT-based representation and 3) Model 3 (M3): BioBERT-based with clustering representation. Finally, several machine learning classifiers are applied to achieve the prediction task.

This paper is organized as follows: the prediction system is described in section 1. In section 2, we present the three representations methods cited above. Section 3 presents the comparative evaluation of the representations’ performance and the results discussion. Finally, we conclude in section 4 and presents future works.

2. PROPOSED APPROACH

The proposed intelligent system is composed of three main entities:

- Data preparation entity: Its aim is to take the data and prepare the medical profiles of the patients.
- Feature extraction entity: In this entity, we extract numerical vectors from the medical profiles of patients to train the system during the training phase. This is the most challenging step.
- Training/Prediction entity: Here we train several classifiers per disease based on the features extracted from the medical profiles of patients to make later predictions.

In Figure 1 you'll see the overview of our intelligent healthcare prediction system (IHCPS). Consequently, we will now delve into detailing the various entities involved.

2.1. Data preparation

In our proposal, we focus on the medical history of the patient to predict the diseases. Usually, a patient visits a doctor who may diagnose a disease during the visit or not. Moreover, the patient may visit the same doctor or another doctor several times and more than one disease may be diagnosed. The first type of patients is the ones that have not been diagnosed as having the disease during all their visits. In this case, they are considered as negative patients, and their medical histories are composed of data coming from all their visits. The second type of patients is those diagnosed having the disease at least one time during their visits. In
this case, the patients are considered as positive ones, and their medical histories are composed of data coming from the visits before the first diagnosis of that disease.

Figure 1. Intelligent healthcare prediction system

2.2. Features extraction

This step constitutes the core of our work; one of the main challenges of this domain is how to extract features from medical textual records of patients. We base on the latest pioneered text representation technique in the biomedical domain, the BioBERT. Three methods have been proposed and compared to extract features from healthcare information.

2.2.1. Raw-data-based representation

The main idea of this representation is to highlight all the diseases that have been diagnosed before the diagnosis of a specific disease. In other words, for each couple (Di, Pj) in (diseases, patients), all the diseases that have been diagnosed before the diagnosis of Di are highlighted. To highlight these diseases, a binary vector of size Naïve Bayes (NB) Diseases in which we put 0 at the position that corresponds to a disease that have not been diagnosed and 1 at the position corresponding to the disease that have been diagnosed before Di for Pj. The process of features generation is explained in the Algorithm 1.

Algorithm 1. The steps and process of raw-data-based representation

Input: The input is the dataset to be used.
Step 1: Select a disease Di from the set of diseases D.
Step 2: Select all patients that have been diagnosed with this disease after their first admission (after the first visit). Mark them as positive patients for Di. The set will be noted P+.
Step 3: Mark the remaining patients as negative patients for Di. The set will be noted P-.
Step 4: For each positive patient p+i in the set P+, highlight all the diseases Dk that have diagnosed before the diagnosis of Di, generate a binary vector with the same size of the number of diseases in which you put 1 in all the cells corresponding to the highlighted diseases Dk and 0 in the remaining cells.
Step 5: Do the same process for negative patients in P-.
Step 6: Balance the two classes in such a way the number of positive patients becomes equal to the number of negative ones. The balance is done by selecting random patients from the class having the more patients. Usually, the negative class contains more patients than the positive one.
Output: The output of the algorithm is a binary matrix noted binary representation matrix (BRMi) for each disease Di. The size of each matrix is n*m where n=2*min(number_positive_patients, number_negative_patients) and m = number_of_diseases + 1 (last column is the target value specifying if the patient is positive or negative for Di). Figure 2 shows the characteristics of the BioBERT network.

2.2.2. Average BioBERT-based representation

With the advent of word embedding techniques that consider the contextual meaning of words and their customization for various domains, we’ve created word-embedding-based features to represent patients’ previously diagnosed diseases. Specifically, we’ve employed BioBERT, a leading technique tailored for the healthcare domain, to generate 1,024-dimensional numerical vectors for each disease description. In our
approach, we construct a binary vector to highlight pre-diagnosed diseases before the diagnosis of a specific disease $D_i$ for a patient $p_{i,j}$, followed by averaging all vectors representing the diagnosed diseases to generate features. The detailed process of feature generation is elucidated in the subsequent Algorithm 2.

Algorithm 2. The steps and process of average BioBERT-based representation
Input: The input is the dataset previously presented.
Step1: Compute the BioBERT vectors for all the diseases based on their descriptions. For each disease $D_i$, its vector is noted $V_i$.
Step2: Select a disease $D_i$ from the set of diseases $D$.
Step3: Select all patients that have been diagnosed with this disease after their first. Mark them as positive patients for $D_i$. The set will be noted $P_i^+$.
Step4: Mark the remaining patients as negative patients for $D_i$. The set will be noted $P_i^-$.
Step5: For each positive patient $p_{i,j}^+$ in the set $P_i^+$, highlight all the diseases $D_k$ that have diagnosed before the diagnosis of $D_i$. Compute the average of all the vectors $V_k$ of the diseases $D_k$.
Step6: Do the same process for negative patients.
Step7: Balance the two classes as presented in the raw-based representation.
Output: The output of the algorithm is a numerical matrix named Average BioBERT Representation Matrix (ABBRM) for each disease $D_i$. The size of each matrix is $n \times 1.025$ where $n = 2 \times \min(x,y)$ ($x = \text{number\_positive\_patients}$ and $y = \text{number\_negative\_patients}$) and $m = \text{size\_of\_BioBERT\_vector} + 1$ (the last column is the target value highlighting if the patient is positive or negative).

2.2.3. Clustered BioBERT-based representation

With the help of BioBERT, we can reflect in our representation how many diseases are similar. To reduce the complexity of representation and to consider a smaller number of representatives of diseases, we propose to represent the very similar diseases by one vector. The idea comes from the healthcare domain where diseases are grouped into categories and each category contains sub-categories and so on. We do not delve into this hierarchy in our work, but we tried to group the diseases into groups where all the diseases in each group is represented by one vector, in our proposal, we have tested two clustering algorithms, k-means and hierarchical. We have chosen to use the Euclidean distance as measure of similarity between vectors. As known, the k-means needs the number of clusters as initial input while the hierarchical one computes a dendrogram and we do not obtain clusters of diseases unless we cut the dendrogram to generate the clusters. That is why we have used optimal number of clusters calculation methods. For k-means, we have used the elbow to find the optimal (or sub-optimal) number of clusters while we have based on the dendrogram method of the SciPy library in Python to highlight it during the hierarchical process. During our experimentations, we have noted that the optimal number of clusters found matches the medical background knowledge about the similarity between diseases/descriptions. In Algorithm 3, we will explain the process of feature generation.

Algorithm 3. The steps and process of clustered BioBERT-based representation
Input: The input is the dataset previously presented.
Step1: Compute the BioBERT vectors for all the diseases based on their descriptions. For each disease $D_i$, its vector is noted $V_i$.
Step 2: Apply a clustering algorithm to obtain M clusters. Let C = \{C_k, k=1…M\} where M is the optimal number of clusters identified by the clustering algorithm. Each cluster may contain one or more BioBERT-based vectors.

Step 3: Select a disease D from the set of diseases D.

Step 4: Select all patients that have been diagnosed with this disease after their first admission (after the first visit). Mark them as positive patients for D. The set will be noted P_i^+. The target class here is the disease D_i.

Step 5: Mark the remaining patients as negative patients for D. The set will be noted P_i^-.

Step 6: For each positive patient p_i^+ in the set P_i^+, highlight all the diseases D that have been diagnosed before the diagnosis of D_i. Represent the patient by a binary vector V_{ij} of size M (number of clusters) where V_{ij}[k] = 1 if the patient has one of the diseases in cluster C_i and 0 otherwise.

Step 7: Do the same process for negative patients.

Step 8: Balance the two classes in as presented in the raw-based representation.

Output: The output of the algorithm is a binary matrix Clustered BioBERT-based Representation Matrix (CBBRM) for each disease D_i. The size of each matrix is n * M where n = 2 * min (number_positive_patients, number_negative_patients) and M = number of clusters + 1 (the last column is the target value highlighting if the patient is positive or negative).

2.3. Training entity

After representing the disease history profile of patients by numerical values, it is now ready to create models for disease prediction. In our work, we have compared the performance of several classification methods with the different representations presented before to highlight the best couple (representation, classification method). In the next section, we present the experimentations done and the results obtained.

3. EXPERIMENTATIONS AND RESULTS

During experimentations, our focus was on utilizing the MIMIC III database [23], a vast and openly accessible repository comprising data from 46,520 actual patients treated at a medical facility, encompassing 623,369 records detailing diagnosed diseases during each admission. Our attention was particularly drawn to two specific types of data within the database, which we deemed pertinent for our research: 1) ADMISSIONS and 2) DIAGNOSIS-ICD records. The ADMISSIONS data provides all the information about the admissions of the patients to the medical center. The following information are provided: admission time, discharge time, patient ID, admission ID, diagnosis in the admission, location, language, and many other information. The DIAGNOSIS type focuses on the diagnosis of each patient during each visit. The disease is provided as an ICD9 code [24] while the textual and medical meaning of each disease ICD9 code is found in the D-ICD-DIAGNOSIS table containing all the ICD9 codes of diseases with their short-titles (abbreviated) and long-titles (full medical description).

In our study, we specifically focused on coronary artery disease (CAD), a leading cause of global mortality. Existing literature has relied on predefined features to detect CAD, but we believe there may be hidden features that could indicate its presence. Instead of defining specific features, we considered all diseases in the dataset, regardless of their direct relation to CAD. We used the MIMICIII dataset, consisting of 46,520 original testing patients, and employed cross-validation sampling with 10-folds for evaluation. We tested various classifiers, including KNN, SVM, RF, NN, NB, LR, AB, and SGD, and also created a meta-model from these models (excluding SVM). The evaluation was performed using the orange data mining software [25], and the results, including the optimal number of clusters (195) for k-means and hierarchical clustering, are summarized in Tables 1 to 5, considering different representations (M1, M2, M3), machine learning classifiers, and performance metrics.

<table>
<thead>
<tr>
<th>Table 1. Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of positive patients</td>
</tr>
<tr>
<td>Vector length per patient</td>
</tr>
</tbody>
</table>

According to Table 2, the best results obtained in term of accuracy and F1-measure is for the stacked classifiers using the second representation (accuracy= 79.6, F1-measure = 80.6). In Table 3, the precision and recall is the highest for the “Stack” using M2 representation. Table 3 and Table 4 show the performance according to the positive class only.

We can highlight in Table 4 and Table 5 that the classifiers perform slightly better for positive class than the negative class. This is important if a patient is predicted as having a disease, but it was not the real
case. This has less impact than predicting no disease for a patient while it was not the real case. In other words, the false positive is favorable than the false negative for this type of disease since more investigations and analysis will show that it is not the case.

Table 2. Average accuracy and F1-measure over the two classes + and -

<table>
<thead>
<tr>
<th>Measure</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>F1-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KNN</td>
<td>68.8</td>
<td>75.2</td>
<td>66.1</td>
</tr>
<tr>
<td>SVM</td>
<td>49.8</td>
<td>71.9</td>
<td>58.3</td>
</tr>
<tr>
<td>RF</td>
<td>74.6</td>
<td>75.3</td>
<td>75.5</td>
</tr>
<tr>
<td>NN</td>
<td>74.2</td>
<td>78.7</td>
<td>73.4</td>
</tr>
<tr>
<td>NB</td>
<td>76.8</td>
<td>77.2</td>
<td>76.4</td>
</tr>
<tr>
<td>LR</td>
<td>76.6</td>
<td>79.1</td>
<td>75.3</td>
</tr>
<tr>
<td>AB</td>
<td>71.3</td>
<td>70.1</td>
<td>67.9</td>
</tr>
<tr>
<td>SGD</td>
<td>72.6</td>
<td>74.5</td>
<td>73.2</td>
</tr>
<tr>
<td>Stack</td>
<td>77.5</td>
<td>79.6</td>
<td>77.4</td>
</tr>
</tbody>
</table>

Table 3. Average precision and recall over the two classes + and -

<table>
<thead>
<tr>
<th>Measure</th>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KNN</td>
<td>69.0</td>
<td>76.7</td>
<td>69.1</td>
</tr>
<tr>
<td>SVM</td>
<td>49.5</td>
<td>73.1</td>
<td>62.7</td>
</tr>
<tr>
<td>RF</td>
<td>75.0</td>
<td>74.7</td>
<td>75.8</td>
</tr>
<tr>
<td>NN</td>
<td>74.2</td>
<td>78.8</td>
<td>73.4</td>
</tr>
<tr>
<td>NB</td>
<td>76.9</td>
<td>79.1</td>
<td>76.7</td>
</tr>
<tr>
<td>LR</td>
<td>76.6</td>
<td>79.7</td>
<td>75.3</td>
</tr>
<tr>
<td>AB</td>
<td>71.4</td>
<td>70.1</td>
<td>67.9</td>
</tr>
<tr>
<td>SGD</td>
<td>72.6</td>
<td>75.0</td>
<td>73.3</td>
</tr>
<tr>
<td>Stack</td>
<td>77.6</td>
<td>79.2</td>
<td>77.5</td>
</tr>
</tbody>
</table>

Table 4. Accuracy and F1-measure of the + class

<table>
<thead>
<tr>
<th>Measure</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>F1-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KNN</td>
<td>68.8</td>
<td>75.2</td>
<td>66.1</td>
</tr>
<tr>
<td>SVM</td>
<td>49.8</td>
<td>71.9</td>
<td>58.3</td>
</tr>
<tr>
<td>RF</td>
<td>74.6</td>
<td>75.3</td>
<td>75.5</td>
</tr>
<tr>
<td>NN</td>
<td>74.2</td>
<td>78.7</td>
<td>73.4</td>
</tr>
<tr>
<td>NB</td>
<td>76.8</td>
<td>77.2</td>
<td>76.4</td>
</tr>
<tr>
<td>LR</td>
<td>76.6</td>
<td>79.1</td>
<td>75.3</td>
</tr>
<tr>
<td>AB</td>
<td>71.3</td>
<td>70.1</td>
<td>67.9</td>
</tr>
<tr>
<td>SGD</td>
<td>72.6</td>
<td>74.5</td>
<td>73.2</td>
</tr>
<tr>
<td>Stack</td>
<td>77.5</td>
<td>79.6</td>
<td>77.4</td>
</tr>
</tbody>
</table>

Table 5. Precision and recall of the + class

<table>
<thead>
<tr>
<th>Measure</th>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>KNN</td>
<td>67.5</td>
<td>70.0</td>
<td>76.6</td>
</tr>
<tr>
<td>SVM</td>
<td>49.9</td>
<td>67.7</td>
<td>55.2</td>
</tr>
<tr>
<td>RF</td>
<td>71.9</td>
<td>75.2</td>
<td>72.9</td>
</tr>
<tr>
<td>NN</td>
<td>74.1</td>
<td>77.6</td>
<td>73.7</td>
</tr>
<tr>
<td>NB</td>
<td>77.5</td>
<td>71.7</td>
<td>73.8</td>
</tr>
<tr>
<td>LR</td>
<td>76.3</td>
<td>76.4</td>
<td>74.9</td>
</tr>
<tr>
<td>AB</td>
<td>70.8</td>
<td>70.0</td>
<td>68.0</td>
</tr>
<tr>
<td>SGD</td>
<td>72.0</td>
<td>74.4</td>
<td>72.1</td>
</tr>
<tr>
<td>Stack</td>
<td>76.0</td>
<td>76.8</td>
<td>75.7</td>
</tr>
</tbody>
</table>

4. CONCLUSION AND FUTURE WORKS

This work addresses disease prediction using machine learning based on patients' medical history. A key challenge was representing this history. Three methods were proposed and compared: 1) highlighting presence/absence of all diseases before a specific disease diagnosis, 2) using BioBERT to generate numerical vectors for diseases and averaging them for diagnosed diseases before a specific disease, and 3) clustering BioBERT vectors and highlighting presence/absence of a disease in each cluster. Various classification
methods were tested on generated features using the MIMICIII dataset (over 46,000 patients). Promising results were obtained for CAD prediction. Several future works are to be addressed: considering the order of disease presence, investigating other diseases (COVID-19, liver disease, diabetes), facilitating comparison with similar works, and incorporating additional information such as visit summaries, medication history, genetic/family information, lifestyle factors, and doctor/radiology/clinic staff reports. This could lead to a more accurate and efficient Medical Patient Profile (MPP) for disease prediction, patient grouping based on MPP similarity, and highlighting relationships between MPPs (e.g., family relationships).
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