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ABSTRACT

The low-resolution input image is a crucial challenge for applying facial emotion recognition in real-world scenarios. The critical problem is that valuable object features are relatively lost in the extraction process due to their small size. On the other hand, this vision system is required by a machine to run smoothly on low-cost devices. Facial emotion recognition using a lightweight feature extractor is proposed in this study to effectively capture crucial facial components in a low-resolution image. To compromise the running speed, this work offers an efficient feature convolution to discriminate specific facial features. In addition, the system is embedded with an attentive module to capture important features and correlate them. Our model performance is evaluated on low-resolution public datasets achieving the accuracy of 97.34%, 81.10%, and 80.12% on Karolinska directed emotional faces (KDEF), real-world affective faces database (RFDB), and facial expression recognition 2013 plus (FER2013Plus), respectively. The practical application demands that the deep learning model can operate fast on inexpensive devices. Consequently, the model achieved a speed of 290 frames per second (FPS) on a central processing unit (CPU) device.
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1. INTRODUCTION

Facial emotion recognition is an approach to identifying a person’s expression based on facial gestures. Computer vision commonly performs this work by recognizing facial features that influence an expression [1]. A face has attributes that cooperate to construct a gesture. So the relationship between the element shapes is the distinctive information of each facial emotion. The nose, Mouth, Eyes, Eyebrows, and Cheeks are essential objects of the face related to facial expressions [2]. Therefore, facial emotions present a correlation model between these important facial components. Several conventional methods struggle to correlate the features precisely, resulting in low performance [3]. The real application demands that this approach operate accurately and efficiently, especially in robotics. Social robots require interacting with humans at all times, thus necessitating a facial emotion recognition system as a non-verbal sensor. It expresses the user response showing liking or disliking in communication activity. So, this approach is needed by a robot to predict the person’s interest or reaction, which can affect the machine’s response correctly. The cognitive prediction error affects human-machine interaction failure, as well as misunderstanding the interpretations [4]. The challenges of real case scenarios present a vision system to be robust without being compromised by disturbance [5]. This system’s performance drops when faced with low-resolution input images. These cases are common and
involve long-distance human objects with small faces. Facial expression recognition must recognize and detect human faces at various ranges. So this challenge becomes a crucial issue for facial emotion recognition in real-world applications. Low-quality images make it difficult to capture some parts of essential features. Eye and eyebrow objects tend to be lost during the extraction process when applying deep learning methods, even though these features are essential information for each facial expression. Therefore, an extraction method that can work optimally for low-resolution images is a priority concern in this work.

Deep learning has been present as an effective feature learning method to separate essential elements from the background. Convolutional neural network (CNN) is a widely used approach to capture object features \cite{6-8}. It employs a learnable weighted filter operating on the spatial area of the image that effectively filters out the target object. Facial expression classification systems have obtained high accuracy by applying this method \cite{9-11}. Combining convolution modules distinguishes specific facial features and increases their intensity to encourage accurate prediction results in the classifier. Nevertheless, the limited spatial area reduces the performance of CNN to associate features separated by a long-range distance. Previous works applied attention modules to overcome this problem \cite{12-14}. Furthermore, recent works utilize CNN to predict small facial expressions with competing accuracy \cite{15-19}. Deep learning relates small facial features that are lost due to the over-extraction process. However, these works did not conclusively prove that their models can operate effectively in real-world scenarios. In addition, the classic issue of deep learning models is the dependence on high computation and the abundant number of parameters \cite{20}. This problem reduces the data processing speed of benchmark models on low-cost devices. The work in this article proposes a novel, efficient deep learning-based model to predict facial emotions in low-resolution images. An efficient feature convolutional (EFC) is introduced to filter essential facial features related to expression without requiring excessive computation and parameters. This network establishes a real-time human facial emotion system and is tested on real-case scenarios to observe the effective performance of the model implementation. We summarize the contribution of the work as follows:

- A novel, efficient feature extractor is proposed using a lightweight convolution operation that effectively distinguishes important facial components from trivial features. It applies a combination of standard convolution and depth-wise convolution layers to reduce the parameter model and computational complexity.
- A simple attention module is offered to improve the performance of lightweight convolutional blocks that are easy to plug and play. It comprehensively enhances specific facial information by correlating low-intensity crucial features.
- A facial emotion recognition system integrated with lightweight face detection presents a robust system that can be rapidly and reliably implemented in real applications.
- This work comprehensively evaluates the model accuracy on low-quality benchmark datasets. It also assesses the model’s speed when implemented on low-cost devices operating effectively in real-world scenarios. The proposed model can achieve fast speed processing data of 290 frames per second (FPS) that is implemented on a low central processing unit (CPU) frequency.

2. RELATED WORKS

A study has applied the conventional method \cite{16} to classify low-resolution facial expressions. It uses the LBP method to acquire facial gesture features and applies support vector machine (SVM) to classify the results. This approach was tested on Cohn-Kanade and PETS 2003 datasets, achieving low accuracy in predicting multi-pose faces. Yan et al. \cite{19} introduces a filter learning model for low-resolution images formulated using linear operations. Linear discriminant analysis (LDA) optimizes the image filter learning process. The method was only tested on a formal dataset that does not represent implementation in a real case. A deep learning network shows satisfying results compared to conventional methods for predicting facial expression categories in low-resolution images. Lo et al. \cite{15} has proposed an uncertainty modeling to separate facial expression categories using the CNN model. A combination of five loss types was used to evaluate the model’s performance by providing a penalty for correct and incorrect prediction results. In addition, it implements a ten-layer feature extractor, thus claiming that the resulting model can operate in real-time. Using multiple hyperparameters causes this work to depend on the tuning process, which is expensive. Furthermore, Bodavarapu and Srinivas \cite{17} has designed a novel CNN model (FERConvNet) with small dimensional inputs. It employs a 2D-convolutional layer followed by batch normalization and dropout to inhibit overfitting problems.
This network was performed superior to visual geometry group (VGG) architectures on the facial expression recognition 2013 (FER2013). The runtime efficiency shows that this model is promising for real-world applications. On the other hand, a generative adversarial network with a super-resolution method has been proposed to predict low-resolution facial expressions [18]. This work presents four crucial parts of the model: backbone, feature generator, classifier, and discriminator. The applied upsampling and twin backbone methods slow down the data processing speed of this method.

3. PROPOSED ARCHITECTURE

A deep learning method employs a feature extractor based on data learning to distinguish the interesting facial elements that can encourage the classifier to predict accurately. The proposed architecture adopts this approach that implements two core modules, such as a backbone and a classifier, as presented in Figure 1. The backbone plays a crucial role as a feature distinguisher that implements lightweight convolution operations by applying efficient convolutional features (ECFs). And then, the classifier focuses on generating the final prediction of facial emotion.

Figure 1. The proposed overall network that consists of two core modules. A lightweight backbone comprehensively extracts the facial features. Then, a simple classifier predicts the emotional classes

3.1. Backbone module

Modern classification networks apply a backbone as a core block to capture the distinctive object. It sequentially involves convolutional operations followed by normalization and activation [21]. The proposed architecture utilizes lightweight convolution operations to compress the computational complexity and number of parameters. It will automatically lead to increased data processing speed for implementation in real applications. Standard convolutional with the 3 $\times$ 3 kernel is utilized at the beginning of the network to shrink the map dimension. On the other hand, the end of the network involves the 1 $\times$ 1 filter to enrich the feature selection.

3.1.1. Efficient convolutional features module

The proposed architecture employs a lightweight convolutional module incorporating sparse kernel operations to reduce redundancy and balance features and parameters. An ECF is presented as a combined convolutional module delivering higher data processing speed than residual convolutional blocks [7]. Figure 1 in the middle part shows that it utilizes depth-wise convolutional blocks at the beginning of the process to extract features in the spatial regions operated on each channel. It applies batch normalization after the depth-wise convolutional operation to control the variety of feature map information and dramatically reduce
the overfitting problem. The channel-based information blending process is performed by 2D-convolutional that applies the $1 \times 1$ filter followed by improved Swish activation [22]. This block increases the number of feature map channels to generate varied features. Furthermore, a simple convolution operation is also applied at the end of this module by downsizing the number of channels which is the same size as an initial channel, an explanation of the ECF module is formulated as follows:

$$EFC(x) = N(\text{conv}_{1x1}(\text{conv}_s(N(DW(x))))),$$  \hspace{1cm} (1)

where

$$\text{conv}_s(x) = \delta(\text{conv}_{1x1}(x)).$$  \hspace{1cm} (2)

The input feature $x$ goes through a sequential depth-wise convolutional (DW) and 2D-convolutional with $1 \times 1$ filter ($\text{conv}_{1x1}$) followed by batch normalization ($N$) to prevent overfitting in the training phase. It employs smooth Swish activation to preserve the negative score by applying the effect of a smooth continuous function, ($\delta$). S-Swish activation is proposed to activate the neurons of the convolution output by smoothly adjusting the negative values. The value of $\beta$ is a constant parameter to set the smoothing magnitude on the negative region. It will provide a more extensive scope of negative scores if the parameter is small and vice versa. The proposed activation is formulated as follows:

$$\delta(x) = \frac{x}{1 + e^{\beta x}}.$$  \hspace{1cm} (3)

The proposed architecture utilizes the EFC module to quickly reduce the feature map without compromising computational speed and avoiding parameter abundance. The general deep learning architecture implements a deep convolution layer that produces low efficiency. The proposed EFC module tackles this issue by implementing lightweight convolution operations. The depth-wise operation employs a weighted kernel utilizing only each channel to save parameters. On the other hand, the simple convolution operation works by finding the feature relations of all channels at the same position, which can increase the effectiveness of the proposed module.

### 3.1.2. Efficient convolutional features with the attention module

The attention module performs satisfactorily in deep learning networks because it can improve accuracy without significantly decreasing model efficiency. This method works like the human eye, which focuses on sharp vision to find influential features of the target object. The specific facial areas for recognizing expressions are usually related to the mouth, eyes, and nose. The attention module can capture the target object’s specific features through weighted learning. It can also highlight the features of interest and reduce the trivial components. In addition, it can strengthen the intensity of the relationship between essential facial elements and reduce the correlation of components unrelated to the prediction. An attention module is usually employed in a deep layer to improve saturation accuracy. However, this work applies it in a shallow layer to sustain the performance of the lightweight convolutional layer. The proposed network applies two attentive modules to improve the ECFs module on specific network parts. Each attention module is assigned to the feature map’s spatial operation and channel reconstruction block. This fusion module can increase the effectiveness of the EFC module in extracting features without reducing the map dimensions. The integrated model is illustrated as

$$EFC(x) = N(\text{conv}_{ch}(\text{conv}_s(N(DW_{sp}(x))))),$$  \hspace{1cm} (4)

where

$$\text{conv}_s(x) = \delta(\text{conv}_{1x1}(x)),\hspace{1cm} (5)$$

$$DW_{sp}(x) = DW(x) \odot SP_{att}(x),\hspace{1cm} (6)$$

$$\text{conv}_{ch}(x) = \text{conv}_{1x1}(x) \odot CH_{att}(x).$$  \hspace{1cm} (7)

An input feature $x$ is initially extracted by the spatial enhancement operation $DW_{sp}$, followed by $\text{conv}_{ch}$ as a channel extraction of a single spatial feature. A spatial attention module is embedded at the beginning of the process of the ECF module to boost the extraction feature from spatial feature areas. It updates the output of the depth-wise convolutional operation, as shown in Figure 2(a). This attention module
applies a simple convolutional with a $1 \times 1$ filter to generate a single-channel feature map representation. The spatial attention module can be formulated as

$$SP_{att}(x) = \zeta(\text{conv}_{1\times1}(x)), \quad (8)$$

$\zeta$ is a sigmoid activation used to convert integer values to weighted probabilities, and $\text{conv}_{1\times1}$ is a 2D-convolutional operation with a $1 \times 1$ filter using a single channel. Furthermore, the last block part of an EFC embeds an attentive channel module that can capture the feature representations from each channel. It employs a global average pooling (GAP) to find the channel-based characterization from the average operation on each map, as illustrated in Figure 2(b). This channel attention module can be formulated as

$$CH_{att}(x) = \zeta(\text{conv}_{1\times1}(\text{GAP}(x))), \quad (9)$$

where $\text{conv}_{1\times1}$ is a $1 \times 1$ convolution and $\zeta$ is a sigmoid function. The applied attention module emphasizes improving the model’s accuracy by filtering specific proposed efficient operations. The spatial attention module captures positional neighborliness features containing important facial elements. Meanwhile, the channel attention module connects long-range features that can enhance specific facial features. This integration module effectively boosts the whole network’s performance to predict seven facial emotions.

Figure 2. The attention module is used in an ECFs block to enhance performance: (a) a spatial attention module and (b) a channel attention module

### 3.2. Classifier module

Image recognition of deep learning usually uses a classifier module in the last network to predict the label categories. It applies the fully connected block to produce the vector according to the number of classes. This operation relates all the vector features and models the connection through the trained weights. The proposed network applies 2D convolution with a $1 \times 1$ filter to generate 1280 features, which is also the number of channels. This layer is employed at the end of the EFC module. Then, a global average pooling is utilized to summarize the represented features by finding the average of each map to avoid redundant parameters. A 2D-convolutional is also employed to create a vector that has a dimensional size equal to the number of predicted emotion classes. Furthermore, a Softmax activation is applied to produce the probabilities associated with a multimodal distribution. This function is applied to tackle multiple facial expression recognition issues.

### 3.3. Implementation setup

Deep learning networks require a suitable configuration to encourage the training and testing process to run optimally. The hyperparameter setting in the training process adopts the previous research [4] to prevent a vanishing gradient. Model simulation is conducted on Python framework with Keras library for data learning process on Ubuntu operating system. The training stage uses an intel core i7-6700T CPU @2.80GHz processor, 16 GB RAM, and an NVIDIA Titan RTX graphics card. The facial expression network is trained and tested on low-resolution datasets, including Karolinska directed emotional faces (KDEF) [23], real-world affective faces database (RFDB) [24], and facial expression recognition 2013 plus (FER2013Plus) [25]. The augmentation technique is employed only on the KDEF dataset that applies color, brightness, contrast, rotation, and flip transformations. It applies a linear interpolation approach to the whole dataset to generate a small scale of the whole image. The proposed model learns the image of all datasets without pre-trained knowledge. The model utilizes a categorical cross-entropy loss to calculate prediction error, which compares with the ground truth label. The training phase in the KDEF dataset applies a batch size of 128 with 10-fold cross-validation to evaluate the model and split the datasets, where each fold is trained at 50 epochs. The model was also trained and evaluated on RFDB and FER2013Plus by applying a data split configuration that refers [15]. The model was trained on the FER2013Plus dataset in 500 epochs and 32 batch sizes. Overall training process uses an
initial learning rate of $10^{-4}$ with adaptive moment estimation (Adam) as the optimizer. The updating learning rate is performed by multiplying 0.75 when the training accuracy does not improve in 20 epochs.

4. EXPERIMENTS AND RESULTS

This section evaluates the proposed model on several benchmark low-resolution FER datasets. It also compares the performance with the previous works. The following subsection discusses the efficiency of modules embedded in low-cost devices.

4.1. Evaluation on KDEF dataset

This public dataset provides 4,900 red green blue (RGB) images based on a laboratory environment containing seven basic facial emotions: fear, anger, neutral, sadness, disgust, surprise, and happiness. The original dataset assigns 70 persons to design five poses, such as straight, full-right, full-left, half-left, and half-right poses. It accommodates male and female gender to increase the variety of human faces. We evaluate the proposed low-resolution model in various small-scale images, including 32×32, 20×20, and 10×10. The number of parameters and GFLOPS is generated on 32×32 resolution. We cannot show the competitor’s performance at 20×20 and 10×10 resolutions due to feature map dimensional adjustments. Table 1 shows that the proposed model achieves 97.34% accuracy. This result does not outperform heavy architectures such as VGG11 and VGG13. However, the proposed model is superior to ResNet18.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>GFLOPS</th>
<th>32x32</th>
<th>20x20</th>
<th>10x10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2</td>
<td>2,266,951</td>
<td>0.013</td>
<td>96.59</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MobileNetV1</td>
<td>3,236,039</td>
<td>0.023</td>
<td>96.15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MobileNetV3 Small</td>
<td>2,949,663</td>
<td>0.017</td>
<td>95.58</td>
<td>94.73</td>
<td>84.64</td>
</tr>
<tr>
<td>MobileNetV3 Large</td>
<td>5,127,839</td>
<td>0.018</td>
<td>96.75</td>
<td>95.66</td>
<td>87.32</td>
</tr>
<tr>
<td>ShuffleNetV1</td>
<td>973,567</td>
<td>0.006</td>
<td>90.08</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ShuffleNetV2</td>
<td>4,025,915</td>
<td>0.020</td>
<td>96.14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VGG11</td>
<td>28,137,607</td>
<td>0.344</td>
<td>99.23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VGG13</td>
<td>28,322,119</td>
<td>0.495</td>
<td>99.30</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ResNet18</td>
<td>11,198,919</td>
<td>0.035</td>
<td>97.12</td>
<td>96.36</td>
<td>91.97</td>
</tr>
<tr>
<td>GhostNet</td>
<td>3,918,680</td>
<td>0.012</td>
<td>96.79</td>
<td>96.13</td>
<td>90.11</td>
</tr>
<tr>
<td>Proposed</td>
<td>513,484</td>
<td>0.007</td>
<td>97.34</td>
<td>97.13</td>
<td>92.04</td>
</tr>
</tbody>
</table>

On the other hand, the comparison shows that our model outperforms the benchmark mobile model’s performance and produces fewer parameters. Although the computational complexity of the proposed model is slightly larger than ShuffleNetV1, our model obtains better accuracy than the model. An extensive investigation was conducted on the performance of the classification system shown on confusion matrices in Figure 3. The happy category obtains the best true positives on all low-resolution images. In contrast, the fear expression obtained the highest false positives on all resolutions tested.

Figure 3. Confusion matrix of the proposed model evaluated on KDEF dataset in 32×32, 20×20, and 10×10 resolutions
4.2. Evaluation on real-world affective faces database dataset

This wild dataset consists of 30,000 facial images that contain various poses. The images in this dataset are taken from an unconstrained environment, with natural facial gestures. The official website provides single-expression and multi-expression labels. However, this work uses single labels to evaluate facial expressions in low-resolution images. Our experiments use seven classes of standard emotions, such as disgust, surprise, fear, neutral, happiness, anger, and sadness. Table 2 presents our model achieves superior performance to other competitors at 10×10, 8×8, and 5×5 pixels. It even outperforms the state-of-the-art work [15]. However, this network performs poorly than these competitors at 15×15 resolution, which differs by 0.39% and achieves similar accuracy at 20×20 pixels.

Table 2. Proposed model compared to other methods on RFDB datasets in low-quality images

<table>
<thead>
<tr>
<th>Model</th>
<th>20×20</th>
<th>15×15</th>
<th>10×10</th>
<th>8×8</th>
<th>5×5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lownet [26]</td>
<td>0.7070</td>
<td>0.6979</td>
<td>0.6473</td>
<td>0.6111</td>
<td>0.5551</td>
</tr>
<tr>
<td>APEN [27]</td>
<td>0.7792</td>
<td>0.7362</td>
<td>0.6865</td>
<td>0.6481</td>
<td>0.5747</td>
</tr>
<tr>
<td>SCN [28]</td>
<td>0.6926</td>
<td>0.5613</td>
<td>0.5555</td>
<td>0.4492</td>
<td>0.4182</td>
</tr>
<tr>
<td>DMUE [29]</td>
<td>0.7363</td>
<td>0.706</td>
<td>0.6213</td>
<td>0.5593</td>
<td>0.4654</td>
</tr>
<tr>
<td>RUL [30]</td>
<td>0.8063</td>
<td>0.7565</td>
<td>0.6917</td>
<td>0.6406</td>
<td>0.5616</td>
</tr>
<tr>
<td>MULR [15]</td>
<td>0.8110</td>
<td>0.7744</td>
<td>0.7096</td>
<td>0.6630</td>
<td>0.5918</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.8110</td>
<td>0.7705</td>
<td>0.7344</td>
<td>0.7011</td>
<td>0.5991</td>
</tr>
</tbody>
</table>

The investigation of the prediction of each category is shown in the confusion matrix. Figure 4 shows that happiness has the highest true positive value compared to the other six facial emotions. This expression shows a unique facial gesture compared to the others. Fear emotion gets the highest false positive when evaluating it on pixels 20×20, 15×15, and 8×8. In comparison, the disgust emotion reaches the lowest accuracy on resolutions 8×8 and 5×5. Even the model fails to recognize this expression on the smallest pixels.

Figure 4. Confusion matrix of the proposed model evaluated on RAFDB dataset in 20×20, 5×15, 10×10, 8×8, and 5×5 resolutions
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4.3. Evaluation on FER2013Plus dataset

This dataset is a refinement of the original FER2013 dataset, providing better quality ground truth. It has been filtered from non-faces and unknown objects so that some works perform better than the original dataset. It contains eight facial expression categories: contempt, surprise, disgust, fear, neutral, happiness, anger, and sadness. This dataset has been officially divided into the training, validation, and testing datasets. We adopt [29] to merge the training and validation sets used in the training phase. Meanwhile, a test set is utilized to evaluate the model. In this dataset, our model achieves state-of-the-art in all low-quality resolutions. Table 3 illustrates that the model outperforms all competitors, including recent work [15].

Table 3. Proposed model compared to other methods on FER2013Plus datasets in low-quality images

<table>
<thead>
<tr>
<th>Model</th>
<th>20×20</th>
<th>15×15</th>
<th>10×10</th>
<th>8×8</th>
<th>5×5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lownet [26]</td>
<td>0.6757</td>
<td>0.6589</td>
<td>0.6119</td>
<td>0.5826</td>
<td>0.5190</td>
</tr>
<tr>
<td>APEN [27]</td>
<td>0.7587</td>
<td>0.7081</td>
<td>0.6189</td>
<td>0.5896</td>
<td>0.5115</td>
</tr>
<tr>
<td>SCN [28]</td>
<td>0.7809</td>
<td>0.7510</td>
<td>0.6962</td>
<td>0.6561</td>
<td>0.5271</td>
</tr>
<tr>
<td>DMUE [29]</td>
<td>0.7423</td>
<td>0.6815</td>
<td>0.5957</td>
<td>0.5068</td>
<td>0.4099</td>
</tr>
<tr>
<td>RUL [30]</td>
<td>0.7916</td>
<td>0.7580</td>
<td>0.6869</td>
<td>0.6475</td>
<td>0.5823</td>
</tr>
<tr>
<td>MULR [15]</td>
<td>0.7957</td>
<td>0.7641</td>
<td>0.7187</td>
<td>0.6752</td>
<td>0.6139</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.8012</td>
<td>0.7667</td>
<td>0.7233</td>
<td>0.6829</td>
<td>0.6183</td>
</tr>
</tbody>
</table>

The proposed model also examined the accuracy of each emotion class in this public dataset. Figure 5 presents the confusion matrices that evaluate the predictions of this classification system. The happiness expression has the highest true positive at 20×20 and 15×15 pixels, while the 10×10, 8×8, and 5×5 resolutions indicate that the neutral category has the highest accuracy. Furthermore, this evaluation demonstrates that the most significant prediction error is obtained for the contempt class on all pixel sizes. It describes that the model predicts incorrectly on all test data at 8×8 and 5×5 resolutions. The same problem also occurs with a disgusted expression.

Figure 5. Confusion matrix of the proposed model evaluated on FER2013Plus dataset in 20×20, 15×15, 10×10, 8×8, and 5×5 resolutions
4.4. Runtime efficiency and implementation of real application

The proposed facial emotion recognition system requires face detection to localize the facial area while filtering it from the background. It plays a significant role in focusing the classification model only on the face region, which can improve the adequate performance of the system. Complex backgrounds can reduce the performance of the classification system, so these features need to be discriminated. The proposed system implements fast and accurate face detection on central processing unit (FAFCPU) [4], a fast and accurate face detection for small faces. In the inference stage, the face detection result is cropped and then used as the input of the classification model. Table 4 shows the efficiency results and comparison with other deep learning models. This experiment uses a Logitech c270 webcam as the input stream of the facial emotion recognition system on video graphics array (VGA) resolution (640×480). Face detection is used to filter the face region and improve the effectiveness of the model. A fusion of facial emotion with face detection is measured in integrated speed. The classification model uses a patch image of 32×32 pixels. We tested the speed in 1000 frames and carried the highest value as the measured speed. These measurements were taken on a Jetson Nano and a CPU-based PC to represent a cheap processing device. The proposed model generates lower parameters than the other models. Although the giga floating point operations per second (GFLOPS) of our model is slightly larger than ShuffleNetV1, the proposed model obtains faster data processing speed than this model. It uses cheap operation and avoids deep layers to boost the speed. Our model achieved 47.97 FPS and 290.78 FPS speeds on a Jetson Nano device 4 GB and an Intel Core i7 PC, respectively. In addition, the integrated face detection achieved 20.56 FPS and 68.05 FPS speeds on both devices. The qualitative results of the facial emotion recognition system in low resolution show a satisfying performance. It integrates the proposed model with face detection. The model knowledge data in this test is from the KDEF dataset. Figure 6 presents the system that can recognize facial expressions of small sizes. It even obtains accurate performance on multi-view faces.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>GFLOPS</th>
<th>Acc %</th>
<th>FPS on Jetson Nano</th>
<th>FPS on Intel Core i7-6700T CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV1</td>
<td>3,236,039</td>
<td>0.023</td>
<td>96.15</td>
<td>19.88</td>
<td>13.24</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>2,266,951</td>
<td>0.013</td>
<td>96.59</td>
<td>13.70</td>
<td>10.20</td>
</tr>
<tr>
<td>MobileNetV3S</td>
<td>2,949,663</td>
<td>0.017</td>
<td>95.58</td>
<td>11.30</td>
<td>8.84</td>
</tr>
<tr>
<td>MobileNetV3L</td>
<td>5,127,839</td>
<td>0.018</td>
<td>96.75</td>
<td>9.87</td>
<td>7.92</td>
</tr>
<tr>
<td>ShuffleNetV1</td>
<td>973,567</td>
<td>0.006</td>
<td>90.08</td>
<td>28.26</td>
<td>16.58</td>
</tr>
<tr>
<td>ShuffleNetV2</td>
<td>4,025,915</td>
<td>0.020</td>
<td>96.14</td>
<td>20.05</td>
<td>13.42</td>
</tr>
<tr>
<td>VGG11</td>
<td>28,137,607</td>
<td>0.344</td>
<td>99.23</td>
<td>13.75</td>
<td>10.14</td>
</tr>
<tr>
<td>VGG13</td>
<td>28,322,119</td>
<td>0.495</td>
<td>99.30</td>
<td>12.25</td>
<td>9.30</td>
</tr>
<tr>
<td>ResNet18</td>
<td>11,198,919</td>
<td>0.035</td>
<td>97.12</td>
<td>8.30</td>
<td>5.75</td>
</tr>
<tr>
<td>GhostNet</td>
<td>3,918,680</td>
<td>0.011</td>
<td>96.79</td>
<td>18.26</td>
<td>12.24</td>
</tr>
<tr>
<td>Proposed</td>
<td>513,484</td>
<td>0.007</td>
<td>97.34</td>
<td>42.97</td>
<td>20.56</td>
</tr>
</tbody>
</table>

Figure 6. Facial emotion recognition result when integrated the proposed model with face detection. Model predictions are provided on the top left of each image and face patches on top right.
5. CONCLUSION

This paper presents an efficient network using deep learning to recognize facial emotion in low-quality images. This work offers ECFs to fast discriminate specific features related to facial gestures. It also applies a simple attention module that enhances the ECF module’s performance. It can capture interesting information on channel and positional feature maps. Several evaluation tasks on low-resolution FER datasets were conducted and achieved competitive performance compared with previous works. The proposed model produces more efficiency than the mobile benchmark model. Additionally, it demonstrates that integration with face detection works effectively and can operate fast on low-cost devices. It also shows that the built model is feasible to be implemented in real-world scenarios. The development of classifiers can improve the model’s performance in future work.
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