Dealing imbalance dataset problem in sentiment analysis of recession in Indonesia
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ABSTRACT

Global recession news dominates social media, particularly in Indonesia, with social news platforms on Twitter generating public responses and re-tweetings on the issue. Mining these opinions from Twitter using a sentiment analysis approach yields invaluable insights. The research stages included data collection, pre-processing, data labeling using the lexical-based method like valence aware dictionary and sentiment reasoner (VADER) and TextBlob, sampling techniques using synthetic minority oversampling technique (SMOTE) and random over sampling (ROS) before and after splitting data, and modeling using machine learning such as support vector machines (SVM), k-nearest neighbour (KNN), naive Bayes, and model evaluation. The problem is that almost 300,000 data collected from NodeXL are unbalanced. The findings show that models with balanced datasets show better model evaluation results. The sampling technique was carried out before and after splitting the data. The model evaluation results show that the Bernoulli-naive Bayes algorithm, with the VADER labeling technique, and the SMO
technique after splitting data, obtains the best accuracy of 84%, and using the ROS technique obtains an accuracy of 81%. On the other hand, with the SMOTE and ROS technique before splitting data on the SVM algorithm, it gets the best accuracy of 93% from before if only using SVM only reached 84%.
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1. INTRODUCTION

The World Bank has predicted that there will be a massive global economic recession in 2023. It is supported by an aggressive increase in central bank interest rates, such as the US central bank reaching 3-3.25%, which is a sign that the recession in 2023 is not just a rumor [1]. A recession is a country’s economic condition that has decreased and hurt the continuity of a country. This recession occurred in all parts of the world, where almost all experienced drastic economic paralysis. All food prices and other community needs experienced a significant increase in price increases. It makes many countries fall into a prolonged economic crisis [2]. The economy would enter a global recession zone in all countries, including Indonesia are also affected by the recession. This global recession has made several countries experience economic problems that are difficult to overcome, such as inflation, the energy crisis, the insufficient supply of food resources, and the financial crisis [3]. Based on data from the International Monetary Fund or IMF, it is said that there has been a consistent slowdown from 2021 to early 2023 [4]. The 2023 recession has
become a hot topic that everyone is talking about, including on social news platforms on social media like Twitter [5].

All news media are competing to provide information regarding the global recession [6]. News media are an important source of information for the public during epidemic crises, serving as interactive community bulletin boards and global or regional monitors [7]. With the prevalence of social media, news media organizations have used social media to reach and engage audiences during crises [8]. Social media is a new phenomenon in the world of information and communication technology (ICT) because it can attract internet users to interact with each other [9]. In Indonesia, there are 160 million people actively using social media [10]. Social media, such as Twitter, has changed it is function to become an adequate means for people to express their opinions on various matters [11]. The topic of conversation for cyberspace citizens often becomes a trending topic when many people express opinions about the topic [12]. It is in line with the number of official news portals with blue ticks on Twitter which also report on the issue of this recession. It then provides various public opinions on Twitter by re-tweeting, giving rise to various polemics, fear, and public anxiety over the existing issues, but also positively emerging various opinions as a preventive strategy to deal with them.

Processing tweets and retweets on Twitter will take a long time if each tweet’s meaning is analyzed individually. Conversely, a little analysis will speed up processing time, but the information obtained becomes less relevant. Therefore, appropriate analysis techniques are needed to analyze many texts relatively quickly [13]. Sentiment analysis is a technique that is executed automatically to obtain personal information to understand sentiment from text data sources [14]. Sentiment analysis is a technique to extract text data to obtain information about positive, neutral, or negative sentiments [15]. Sentiment analysis also shows sadness, joy, or anger [16]. The text referred to in sentiment analysis can be in the form of news, product, and community reviews on social media. Many popular machine learning algorithms, such as the naïve Bayes (NB), support vector machine (SVM), k-nearest neighbors (KNN), decision tree (DT), linear regression (LR), artificial neural network (ANN), and random forest (RF) algorithm are used for sentiment analysis. The NB algorithm can classify data well based on probabilistic reasoning [17]. The SVM algorithm makes predictions in classification and regression cases [18]. Many researchers are looking for a way to reduce the complexity of KNN, which can be divided into three general methods, namely reducing the dimensions of the vector text, reducing the number of training samples, and speeding up the process of finding the k closest neighbors [19].

Many studies related to sentiment analysis have been carried out, such as predicting presidential candidates [20], evaluating product reviews [21], and much more. One study obtained an accuracy of 79.45% using KNN, which was higher than DT, NB, and RF algorithms [22]. Several studies on sentiment analysis that compared the SVM algorithm and other classification algorithms obtained an F1 score of 73.69% [23]. Based on different studies, SVM produces better values than NB, KNN, LR, and ANN [24]. In another study, the accuracy with the NB algorithm was 80.6%, and the SVM accuracy was 79.3% when using seven-fold cross-validation [25].

Several techniques are used to label a text in sentiment analysis based on it is polarity, namely by using a labeling technique. There are many approaches to labeling sentiments in text, namely using a lexicon-based method, deep learning, or manually. This research focuses on automatic labeling techniques using the valence aware dictionary and sentiment reasoner (VADER) and TextBlob algorithms. VADER is a sentiment analysis method used to determine a class in a sentence by giving a label based on the lexicon library. The labels provided can be negative, neutral, and positive labels [26]. Apart from VADER, other automatic labeling techniques are commonly used in sentiment analysis, such as TextBlob. TextBlob is an automated labeling technique in Python programming used to weight words given negative and positive labels based on the lexicon. TextBlob is generally used on textual data types for complex operations. One of the studies used VADER and TextBlob. The accuracy produced by VADER is 30%. TextBlob produces an accuracy of 25%, and bidirectional encoder representations from transformers (BERT) produces an accuracy of 51.36%. It proves that BERT produces higher accuracy than VADER and TextBlob in that study [27]. Another study showed that using the bag of words (BoW) feature on TextBlob resulted in higher accuracy than VADER, namely 86% and 82%, respectively [28]. However, other studies show that VADER’s accuracy is 79% and TextBlob’s is 73% [29]. Other research also indicates that BERT has an accuracy of 94%, which is higher than VADER 61% and TextBlob 62% [30]. Meanwhile, other studies compare IndoBERT, SVM, and NB. The F1 score accuracy obtained from this study is IndoBERT 84%, SVM 70%, and NB 83% [31]. Even though IndoBERT has pretty good accuracy compared to SVM and NB, the execution time for IndoBERT is around 5 hours, while for SVM and NB, it is around 15 minutes.

Imbalance data is the most common thing in sentiment analysis [32]. Data imbalance is a situation where the data ratio is not proportional or unbalanced, causing the performance of the model application to be ineffective [33]. Therefore, an oversampling technique is needed to balance the class distribution. Oversampling is a technique for balancing data distribution by increasing the distribution of low data to the same as other high data distributions [34]. There are several oversampling techniques, such as synthetic
minority oversampling technique (SMOTE) and random over sampling (ROS). SMOTE is the most popular oversampling technique, synthesising a new sample from a lower class to balance the distribution of the existing classes [35]. ROS is an oversampling technique that balances data distribution by randomly taking data until it meets the data needed to balance it [36]. The research uses the SMOTE oversampling technique against the NB and SVM algorithms. The results of the F1 score accuracy of NB and SVM that do not use SMOTE are 35.9% and 56.6%, while NB and SVM that use SMOTE produce higher accuracy, namely 91.4% and 91.9% [34]. Then other studies compare the SMOTE, adaptive synthetic (ADASYN), ROS, and data augmentation oversampling techniques. SMOTE has an accuracy value of 95.94%, train 99.86%, and validation of 96.41% [36]. Contributions in this study are: i) applying sentiment analysis related to the recession, ii) the dataset used in this research is Indonesian language tweets data, especially on news portal accounts, iii) comparing popular classification algorithms, namely NB, SVM, and KNN, in classifying sentiment, iv) comparing labeling techniques such as VADER and TextBlob related to the recession in sentiment analysis, v) overcoming data imbalance using oversampling techniques, such as SMOTE and ROS.

2. THE COMPREHENSIVE THEORETICAL BASIS

Mustaqim et al. [22] discusses the government’s response to forest fires that occur, using datasets taken from Twitter, with a sentiment analysis approach using the VADER labeling technique and the KNN algorithm. Before the data were analyzed, preprocessing was carried out, which included case folding, cleaning, lemmatization, removing stopwords, and stemming. The accuracy results obtained are pretty high, namely 79.45% using the KNN algorithm compared to other algorithms, such as DT, NB, and RF. Stock market predictions using microblogging sentiment analysis and machine learning have also been carried out [25]. The algorithms used are KNN, SVM, LR, NB, DT, RF, and multilayer perceptron (MLP). The novelty of this research is that it integrates several sentiment analysis and machine learning techniques. It also suppresses taking additional features from social media, such as public sentiment, to increase the accuracy of stock predictions. Labeling techniques such as VADER and TextBlob are also used. The result is SVM classification model combined with the VADER labeling technique, F1 score of 76.3%, and an area under curve (AUC) of 67%.

User response sentiment analysis has also been carried out on accessibility in mobile applications [28]. The classification algorithms used are LR, SVM, extra tree (ET), gaussian naïve Bayes (GNB), gradient boosting (GB), and AdaBoost. It is also used labeling techniques such as TextBlob and VADER. The result is that the TextBlob algorithm has a more significant percentage than VADER. However, for the GNB and GB algorithms, it has an increase of 3%, namely 68% and 84%. Another sentiment analysis study discusses the sentiment analysis of Islamophobia during the church attack on social media Twitter [34]. The labeling technique used is VADER. The classification algorithm used is NB and SVM. Then the SMOTE technique is also used to balance imbalanced data. The result is that the data performed by the SMOTE technique has a higher accuracy than the raw data. For NB and SVM, accuracy before SMOTE is 73% and 81%. After SMOTE, the NB and SVM increased to 90.8% and 91.3%.

Hate speech detection has also been done using machine learning classification [37]. This study uses 4,002 Twitter datasets related to politics, religion, ethnicity, or certain races in Indonesia. The classification algorithms used are NB, MLP, AdaBoost classifier, DT, and SVM. Because the data used does not have a balanced distribution, the oversampling technique used is SMOTE. The highest accuracy results obtained for the SMOTE classification algorithm are multinomial naïve Bayes of 73.2%.

Decision support system for heart disease prediction based upon machine learning [38]. SVM, NB, LR, RF, and AdaBoost classifiers are the classification algorithms used. Because the data used does not have an even distribution, the SMOTE oversampling technique is used. The highest accuracy obtained by using oversampling is NB of 85.07%. Other research discusses malware detection in android applications with a machine-learning approach on imbalanced datasets. The classification algorithm used is KNN, SVM, and iterative dichotomiser, where the algorithm is used as a detection model. To generalize the distribution of data, the SMOTE oversampling technique is used. The result is that the KNN algorithm has the highest accuracy, precision, recall, f-measure, and Matthews correlation coefficient (MCC), respectively, 98.69%, 97.89%, 99.49%, 98.69%, and 97.39% [39]. A dataset of student performance is used to make predictions with classification techniques supported by the ensemble voting method [40]. The classification algorithm used is NB, KNN, conjunctive rules, and Hoeffding tree. Oversampling is also done using the SMOTE method to equalize the data distribution. The accuracy results were quite significant, with NB of 95.5% getting the highest accuracy.

Classify customer messages on e-commerce sites using supervised learning. DT, NB, SVM, and LR are the classification algorithms used. The dataset used has an uneven distribution. Therefore, an oversampling method, such as the ROS, is applied. The SVM algorithm is obtained, which has the most
significant level of accuracy, amounting to 78.5%. Previous literature studies on previous sentiment analysis that studied oversampling, labeling, or classification approaches are summarized in Table 1.

<table>
<thead>
<tr>
<th>Related work</th>
<th>Oversampling technique</th>
<th>Labeling technique</th>
<th>Classifier method</th>
<th>Best result</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>-</td>
<td>VADER</td>
<td>KNN, DT, NB, RF</td>
<td>VADER+KNN, acc 79.45%</td>
</tr>
<tr>
<td>[25]</td>
<td>-</td>
<td>VADER, TextBlob</td>
<td>KNN, SVM, LR, NB, DT, RF, MLP</td>
<td>VADER+SV, F1-score 76.3%, AUC 67%</td>
</tr>
<tr>
<td>[28]</td>
<td>-</td>
<td>VADER, TextBlob</td>
<td>LR, SVM, ET, GB, GB, AdaBoost</td>
<td>TextBlob (BoW feature), acc 86%</td>
</tr>
<tr>
<td>[34]</td>
<td>SMOTE</td>
<td>VADER</td>
<td>NB, SVM</td>
<td>SMOTE+VADER+SV, acc 91.39%</td>
</tr>
<tr>
<td>[37]</td>
<td>SMOTE</td>
<td>-</td>
<td>NB, MLP, AdaBoost, DT, SVM</td>
<td>SMOTE+NB, acc 73.2%</td>
</tr>
<tr>
<td>[38]</td>
<td>SMOTE</td>
<td>-</td>
<td>SVM, NB, LR, RF, AdaBoost</td>
<td>SMOTE+NB, acc 85.07%</td>
</tr>
<tr>
<td>[39]</td>
<td>SMOTE</td>
<td>-</td>
<td>KNN, SVM, ID</td>
<td>SMOTE+KNN, acc 98.69%</td>
</tr>
<tr>
<td>[40]</td>
<td>SMOTE</td>
<td>-</td>
<td>NB, KNN, CR, HT</td>
<td>SMOTE+NB, acc 95.5%</td>
</tr>
<tr>
<td>[41]</td>
<td>ROS</td>
<td>-</td>
<td>DT, NB, SVM, LR</td>
<td>ROS+SV, acc 78.5%</td>
</tr>
</tbody>
</table>

3. METHOD
3.1. Data collection

In this study, the dataset was taken from social media Twitter which contains comments on Indonesia's recession from January 2023 to May 2023. These comments have various meanings. There have been some comments condemning the recession by blaming the government for comments that provide solutions to the recession that our nation will face. The amount of data used is 300,000, which still needs cleaning. Therefore, the data will be further processed at the pre-processing stage before being used in the machine learning model. In data cleaning, duplicate data is removed. After cleaning, data clean yields 38,000 records. Cleaned data will then be labeled based on the sentiment contained therein. Labels are divided into 3 categories, namely positive, negative, and neutral. If the comment is considered positive, it will be denoted by the number “1”. If negative, it will be denoted by “0”. If neutral, it will be denoted by the number “2”.

This study uses 2 architectural models, namely splitting-oversampling and oversampling-splitting, it can be seen in Figure 1. The stage starts with collecting data from Twitter and then preprocessing the data. Data preprocessing includes several processes, including removing URLs and mentions, removing punctuations, tokenization, removing stop words, stemming, removing words with length < 3, joining words back, and translating using Google Translate. Then, the data labeling process was carried out using the VADER and Textblob libraries. In the next stage, 2 decisions will be used, which include the method approach, namely splitting-oversampling and oversampling-splitting. The difference is in the data processing stage. In oversampling-splitting stage, oversampling is performed first using the SMOTE and ROS methods. Then, data splitting was carried out with a proportion of 80% for the training and 20% for the testing classes.

In splitting-oversampling method, the splitting is done first by 80% for training and 20% for testing. In the exercise, oversampling is carried out to balance data distribution using the SMOTE and ROS methods. Ultimately, it will be included in the machine learning model using the NB, SVM, and KNN algorithms. The modeling results will be made into an evaluation model to find the most significant accuracy.

3.2. Data cleansing

The first stage in data pre-processing is data cleansing. Data cleansing is the process of modifying or deleting data that is considered inaccurate, duplicate, incomplete, malformed, or damaged in the owned dataset. Data cleansing makes it possible to delete data that is not needed so that the data is clean and can improve accuracy when entered into the algorithm. This study uses six stages of data cleansing, including: i) remove URLs and mentions, ii) punctuation removal, iii) tokenization, iv) stop words removal, v) stemming, and vi) remove irrelevant data. Recombine the words that all stages of data cleansing have processed into the data list into a sentence string that represents the tweets textually. So, this string data can be used for sentiment analysis.

3.2.1. Remove URLs and mentions

Data taken from Twitter generally cannot be separated from URLs and mentions that do not provide relevant information for text analysis [42]. If URLs and mentions are not cleaned up, it will be difficult for the algorithm to analyze or determine the sentiment of data. In this study, removing URLs and mentions from text uses the re library, a regular expression operation.

3.2.2. Punctuation removal

This removes punctuation marks because punctuation marks such as periods, commas, and question marks, often do not have an essential meaning in text analysis. By removing punctuation marks, it can
3.2.3. Tokenization

Tokenization breaks down a sentence into words based on spaces and punctuation, which later weigh a word based on sentiment [43]. Tokenization is the process of simplifying text by breaking words down into tokens-units that are considered semantically helpful. Depending on the scale, tokenization divides sentences into one full text (sentence tokenization) or words into one sentence (word tokenization). Tokenization uses the nltk library (natural language toolkit) with the word_tokenize() method.

3.2.4. Stop words removal

Stopword removal is part of the text preprocessing stage, which aims to remove irrelevant words in a sentence based on the stopword list. Delete words that are common and have no critical meaning, for example, “the”, “and”, “is”, which often appear but do not provide meaningful information. So that the text being analyzed can focus on essential words and reduce the size of the vocabulary, deletion is performed using a list comprehension to produce a list of words not included in the stop_words list [42].

3.2.5. Stemming

It turns words into basic words by removing the inflexion of words [44]. It is done to reduce the variation of words that have the same root so that it can be considered as one entity, and it can reduce the complexity of the text and produce a simpler representation. Stemming is done using the nltk library with a stemmer.

3.2.6. Remove irrelevant data

Elimination of very short words such as “a”, “an”, and “in” which do not provide much information or are not meaningful, especially in text analysis [45]. Data is filtered of less than three characters to delete these words. So, that only long words are counted.
3.3. Data translation
The data taken is data in Indonesian. It is necessary to translate it into English. It works so that it can be used by algorithms that only accept English-language data in providing data labels. This study uses the Google Translate API to translate data from Indonesian to English.

3.4. Data labeling
The next stage is to label the data. The labeling process adds target attributes. It is necessary because the analysis was carried out in this study using a machine-learning approach based on supervised learning. Generally, two methods of labeling data are manual, semi-automatic, and automatic. This research uses automatic labeling, including VADER and TextBlob.

3.4.1. Valence aware dictionary and sentiment reasoner
The VADER determines the polarity of positive, negative, or neutral text data into labels. VADER’s ability to recognize the emotional intensity and negative words in the text makes the accuracy results relatively high [35]. However, it should be noted that when using VADER, the text data it can receive is English. It is why the data was translated into English in the previous stages.

3.4.2. TextBlob
Similar to VADER, TextBlob can only analyze English text. What distinguishes VADER and TextBlob is understanding sentences contextually using linguistic rules. It allows TextBlob to recognize the context and nuances contained in the text by considering the use of words, grammar, and sentence construction to get positive, negative, or neutral sentiments to be included in the label [27].

3.5. Data splitting
Data splitting into training and testing data is needed to validate at the end. In this study, data splitting was carried out using a ratio of 75:25 for training data and testing data [46]. Where the training data is used to be trained through oversampling and machine learning models, then the model’s results based on the training data will be validated by data testing so that the validation results can measure how effective the proposed architecture is in overcoming the sentiment analysis problem.

3.6. Oversampling technique
Data collected, for example, from social media, may need to be more balanced or is commonly referred to as imbalanced data [34]. It is called imbalanced data if several samples are significantly unbalanced, causing a majority and minority class. If the imbalanced data is corrected for analysis, it will ensure the results are accurate. To crush imbalanced data, there is a technique called oversampling [35].

3.6.1. Synthetic minority oversampling technique
One method commonly used to deal with oversampling is SMOTE. Using SMOTE will create a new synthetic sample in the minority class by combining existing samples [39]. The new sample results are obtained from the differences between the selected features and their neighbors based on random sample selection from the minority class and looking for the closest neighbors. So that SMOTE can distribute data evenly.

3.6.2. Random over sampling
The difference between SMOTE and ROS lies in how the new data is generated. ROS works by duplicating or repeating an existing sample from the minority class randomly [41]. Then replicate it until the number is balanced with the majority class.

3.7. Machine learning model
The final step is to classify data based on sentiment using a machine-learning approach to training data. This study uses several popular classification algorithms for classification in sentiment analysis. The machine learning algorithms include NB, SVM, and KNN.

3.7.1. Naïve Bayes
Using the NB algorithm, data can be classified into different sentiment categories using positive, negative, and neutral probability calculations, as shown in (1). NB is suitable for use with high-dimensional data because it is fast and simple [47]. The likelihood of event A happening given the occurrence of event B (conditional probability) is denoted as P(A|B). P(B|A) represents the probability of event B occurring given the evidence of event A. P(A) signifies the probability of event A happening, while P(B) represents the probability of event B occurring.
\[ P(A|B) = \frac{P(B|A) P(A)}{P(B)} \]  

(1)

### 3.7.2. Support vector machine

Data classification using the SVM algorithm can separate data into classes based on text representation into positive, negative, or neutral categories. SVM is also famous for being able to work well on complex, non-linear, and overfitting data. It is because SVM can learn patterns and relationships between features and related sentiments and maximize the distance between samples from different classes to find the best hyperplane [37], as shown in (2):

\[ w \cdot x + b = 0 \]  

(2)

### 3.7.3. K-nearest neighbors

Data classification using the KNN algorithm can classify text based on most classes from its nearest neighbors in the feature space to determine the most common sentiment category in sentiment analysis. To use KNN, a specified K value is required, as shown in (3). The K value is the number of nearest neighbors used for the classification [47]. To calculate the distance between two points in the KNN algorithm, the Euclidean distance method is used, which can be used in 1-dimensional space, 2-dimensional space, or multi-dimensional space. 1-dimensional space means that the distance calculation uses only one independent variable, 2-dimensional space means that there are two independent variables, and multi-dimensional space means that there are more than two variables.

\[ d(x, y) = \left( \sum_{i=1}^{m} |x_i - y_i|^r \right)^{\frac{1}{r}} \]  

(3)

### 3.8. Evaluation

After all the processes, models have been created using the training data, and the testing data will be used to test model performance or validation. Evaluation aims to gauge, appraise, and judge the model’s effectiveness. The assessment conducted in this research employed the confusion matrix to evaluate accuracy, precision, recall, F1 score, and execution time. Validation is executed to confirm the model’s reliability using available data. The validation performed in this study utilizes cross-validation.

### 4. RESULTS AND DISCUSSION

This section will further explain the results of model classification, oversampling techniques, and labeling on sentiment analysis of the recession in Indonesia. The results of the classification of machine learning models include accuracy, precision, recall, F1 score, and time execution. In the final section, a comparison will be made between oversampling-splitting and splitting-oversampling. The parameters used for comparison are oversampling techniques, such as VADER and Textblob. Oversampling techniques, such as SMOTE and ROS. Classification models used, such as KNN, NB, and SVM.

#### 4.1. Experimental comparison classification result based on labeling technique

Table 2 compares sentiment labeling based on two labeling techniques, VADER and TextBlob. With VADER, a significant portion of the data is detected as negative sentiment, leading to data imbalance. On the other hand, when using TextBlob, the sentiment distribution is more balanced between positive and neutral sentiments, but the occurrence of negative sentiment is relatively low compared to both positive and neutral sentiments.

Two bar charts illustrate the division of sentiments more clearly for a clearer picture. Figure 2(a) illustrates the comparison of labeling techniques using VADER. Figure 2(b) illustrates the labeling technique using TextBlob to classify sentiments as positive, negative, or neutral based on their respective accuracies.

<table>
<thead>
<tr>
<th>Labeling technique</th>
<th>Sentiment label</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>VADER</td>
<td></td>
<td>8718</td>
<td>2592</td>
<td>26782</td>
</tr>
<tr>
<td>TextBlob</td>
<td></td>
<td>15186</td>
<td>16480</td>
<td>6426</td>
</tr>
<tr>
<td>VADER-SMOTE</td>
<td></td>
<td>26782</td>
<td>26782</td>
<td>26782</td>
</tr>
<tr>
<td>VADER-ROS</td>
<td></td>
<td>26782</td>
<td>26782</td>
<td>26782</td>
</tr>
<tr>
<td>TextBlob-SMOTE</td>
<td></td>
<td>16150</td>
<td>16150</td>
<td>16150</td>
</tr>
<tr>
<td>TextBlob-ROS</td>
<td></td>
<td>16150</td>
<td>16150</td>
<td>16150</td>
</tr>
</tbody>
</table>

Table 2. Comparison of sentiment label results based on labeling technique
The sentiment labeling using VADER and TextBlob was both unbalanced, with a substantial portion of the data identified as a negative sentiment, as in Figure 2(a), and a significant portion of the data was identified as positive and neutral sentiment in Figure 2(b). This imbalance rendered the data less relevant when utilized in machine learning algorithms. As a result, implementing the oversampling method was necessary to balance the number of samples between the majority and minority classes. By employing oversampling on the positive and neutral sentiment data, a more balanced dataset was achieved, ensuring better representation and improved performance in model training. Oversampling was used to balance the data, increasing accuracy when classifying using machine learning algorithms. The oversampling technique employed included SMOTE as shown in Figures 3(a) and 4(a), and ROS as shown in Figures 3(b) and 4(b).

Figure 2. Sentiment label distribution of data using (a) VADER and (b) ROS

Figure 3. Sentiment label distribution of data using (a) VADER-SMOTE and (b) VADER-ROS

Figure 4. Sentiment label distribution of data using (a) TextBlob-SMOTE, (b) TextBlob-ROS
The use of oversampling with the SMOTE and ROS method for the VADER labeling technique divides the data into equal parts based on sentiment, and all label sentiments have the same number of 26,782 data. So, using SMOTE and ROS produce the same distribution when labeling with VADER. This is the same when using oversampling with the VADER and ROS methods for the TextBlob labeling technique. SMOTE and ROS share the same amount of data for all sentiment labels, namely 16150. Thus, using SMOTE and ROS results in equal division when labeling with TextBlob.

4.2. Experimental result of splitting-oversampling method

Table 3 show the result of the splitting-oversampling method with the classification of the working duration of each model, which is made differently in the labeling, oversampling, and classification model method. In Table 3, the splitting process with ratio 75:25 is carried out first and then oversampling on the classification model. In the VADER library without oversampling, the SVM algorithm gets the highest accuracy rate of 84% and an F1 score of 62%. In the VADER library with the SMOTE oversampling method, the NB algorithm gets the highest accuracy rate of 84% and an F1 score of 83%. In the VADER library with the ROS oversampling method, the NB algorithm gets the highest accuracy rate of 81% and an F1 score of 81%. Then the results can be determined that the SMOTE oversampling model has the highest accuracy and F1 score in the VADER library.

In the TextBlob library without oversampling, the SVM algorithm gets the highest accuracy rate of 84% and F1 score of 84%. In the TextBlob library with the SMOTE oversampling method, the NB algorithm gets the highest accuracy rate of 78% and an F1 score of 75%. In the TextBlob library with the ROS oversampling method, the SVM algorithm gets the highest accuracy rate of 76% and an F1 score of 76%. Then the results can be determined that the model without the oversampling method has the highest accuracy and F1 score in the TextBlob library. In the splitting-oversampling architectural model, the highest level of model accuracy is using the TextBlob labeling method and without the oversampling process.

<table>
<thead>
<tr>
<th>Labeling technique</th>
<th>Over sampling technique</th>
<th>Classifier method</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 score (%)</th>
<th>Time execution (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VADER</td>
<td>-</td>
<td>KNN</td>
<td>78</td>
<td>65</td>
<td>55</td>
<td>58</td>
<td>40</td>
</tr>
<tr>
<td>VADER</td>
<td>-</td>
<td>Naïve Bayes</td>
<td>76</td>
<td>53</td>
<td>48</td>
<td>50</td>
<td>15,000</td>
</tr>
<tr>
<td>VADER</td>
<td>-</td>
<td>SVM</td>
<td>84</td>
<td>83</td>
<td>84</td>
<td>62</td>
<td>68,000</td>
</tr>
<tr>
<td>VADER</td>
<td>SMOTE</td>
<td>KNN</td>
<td>46</td>
<td>59</td>
<td>55</td>
<td>43</td>
<td>130</td>
</tr>
<tr>
<td>VADER</td>
<td>SMOTE</td>
<td>Naïve Bayes</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>83</td>
<td>16,500</td>
</tr>
<tr>
<td>VADER</td>
<td>SMOTE</td>
<td>SVM</td>
<td>79</td>
<td>80</td>
<td>79</td>
<td>79</td>
<td>215,000</td>
</tr>
<tr>
<td>VADER</td>
<td>ROS</td>
<td>KNN</td>
<td>49</td>
<td>60</td>
<td>54</td>
<td>44</td>
<td>50</td>
</tr>
<tr>
<td>VADER</td>
<td>ROS</td>
<td>Naïve Bayes</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>11,000</td>
</tr>
<tr>
<td>VADER</td>
<td>ROS</td>
<td>SVM</td>
<td>79</td>
<td>80</td>
<td>79</td>
<td>80</td>
<td>178,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>-</td>
<td>KNN</td>
<td>62</td>
<td>74</td>
<td>55</td>
<td>58</td>
<td>30</td>
</tr>
<tr>
<td>TextBlob</td>
<td>-</td>
<td>Naïve Bayes</td>
<td>69</td>
<td>67</td>
<td>65</td>
<td>66</td>
<td>18,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>-</td>
<td>SVM</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>110,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>SMOTE</td>
<td>KNN</td>
<td>59</td>
<td>65</td>
<td>53</td>
<td>54</td>
<td>60</td>
</tr>
<tr>
<td>TextBlob</td>
<td>SMOTE</td>
<td>Naïve Bayes</td>
<td>67</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>14,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>SMOTE</td>
<td>SVM</td>
<td>78</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>188,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>ROS</td>
<td>KNN</td>
<td>64</td>
<td>66</td>
<td>60</td>
<td>60</td>
<td>30</td>
</tr>
<tr>
<td>TextBlob</td>
<td>ROS</td>
<td>Naïve Bayes</td>
<td>68</td>
<td>65</td>
<td>66</td>
<td>65</td>
<td>18,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>ROS</td>
<td>SVM</td>
<td>76</td>
<td>73</td>
<td>74</td>
<td>76</td>
<td>218,000</td>
</tr>
</tbody>
</table>

4.3. Experimental result of oversampling-splitting method

Table 4 show the result of oversampling-splitting method with the classification of the working duration of each model, which is made differently in the method of labelling, oversampling, and the classification model. In Table 4, the oversampling process is carried out first. Then splitting is carried out to proceed to make the classification model. In the VADER library without oversampling, the SVM algorithm gets the highest accuracy rate of 84% and F1 score of 62%. In the VADER library with the SMOTE oversampling method, the SVM algorithm gets the highest accuracy rate of 93% and F1 score of 93%. In the VADER library with the ROS method, the SVM algorithm gets the highest accuracy rate of 93% and an F1 score of 93%. In the SMOTE and ROS libraries, the SVM algorithm has the same level of accuracy and F1 score, but the precision and recall are higher in the SMOTE method. Then the results can be determined that the SMOTE oversampling and SVM classification models are more suitable for use.

In the TextBlob library without oversampling, the SVM algorithm gets the highest accuracy rate of 84% and an F1 score of 84%. In the TextBlob library with the SMOTE oversampling method, the SVM algorithm gets the highest accuracy rate of 85% and F1 score of 86%. In the TextBlob library with the ROS
oversampling method, the SVM algorithm gets the highest accuracy rate of 85% and an F1 score of 86%. In the SMOTE and ROS libraries, the SVM algorithm has the same level of accuracy and F1 score. Therefore, the results can be determined that the model with the SMOTE and ROS methods has the highest accuracy and F1 score in the TextBlob library.

<table>
<thead>
<tr>
<th>Labeling Technique</th>
<th>Over Sampling Technique</th>
<th>Classifier Method</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 Score (%)</th>
<th>Time Execution (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VADER</td>
<td>-</td>
<td>KNN</td>
<td>78</td>
<td>65</td>
<td>55</td>
<td>58</td>
<td>40</td>
</tr>
<tr>
<td>VADER</td>
<td>-</td>
<td>Naive Bayes</td>
<td>76</td>
<td>53</td>
<td>48</td>
<td>50</td>
<td>15,000</td>
</tr>
<tr>
<td>VADER</td>
<td>-</td>
<td>SVM</td>
<td>84</td>
<td>83</td>
<td>84</td>
<td>82</td>
<td>68,000</td>
</tr>
<tr>
<td>VADER</td>
<td>SMOTE</td>
<td>KNN</td>
<td>84</td>
<td>83</td>
<td>84</td>
<td>82</td>
<td>100</td>
</tr>
<tr>
<td>VADER</td>
<td>SMOTE</td>
<td>Naive Bayes</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>83</td>
<td>13,500</td>
</tr>
<tr>
<td>VADER</td>
<td>SMOTE</td>
<td>SVM</td>
<td>93</td>
<td>94</td>
<td>94</td>
<td>93</td>
<td>212,000</td>
</tr>
<tr>
<td>VADER</td>
<td>ROS</td>
<td>KNN</td>
<td>49</td>
<td>60</td>
<td>54</td>
<td>44</td>
<td>50</td>
</tr>
<tr>
<td>VADER</td>
<td>ROS</td>
<td>Naive Bayes</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>11,000</td>
</tr>
<tr>
<td>VADER</td>
<td>ROS</td>
<td>SVM</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>229,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>-</td>
<td>KNN</td>
<td>62</td>
<td>74</td>
<td>55</td>
<td>58</td>
<td>30</td>
</tr>
<tr>
<td>TextBlob</td>
<td>-</td>
<td>Naive Bayes</td>
<td>69</td>
<td>67</td>
<td>65</td>
<td>66</td>
<td>18,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>-</td>
<td>SVM</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>84</td>
<td>110,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>SMOTE</td>
<td>KNN</td>
<td>76</td>
<td>80</td>
<td>76</td>
<td>76</td>
<td>60</td>
</tr>
<tr>
<td>TextBlob</td>
<td>SMOTE</td>
<td>Naive Bayes</td>
<td>73</td>
<td>74</td>
<td>73</td>
<td>73</td>
<td>260,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>SMOTE</td>
<td>SVM</td>
<td>85</td>
<td>86</td>
<td>86</td>
<td>86</td>
<td>200,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>ROS</td>
<td>KNN</td>
<td>77</td>
<td>81</td>
<td>77</td>
<td>76</td>
<td>30</td>
</tr>
<tr>
<td>TextBlob</td>
<td>ROS</td>
<td>Naive Bayes</td>
<td>72</td>
<td>73</td>
<td>72</td>
<td>71</td>
<td>18,000</td>
</tr>
<tr>
<td>TextBlob</td>
<td>ROS</td>
<td>SVM</td>
<td>85</td>
<td>86</td>
<td>86</td>
<td>86</td>
<td>210,000</td>
</tr>
</tbody>
</table>

4.4. Discussion

This study focuses on sentiment analysis and examines the impact of oversampling techniques used to remove imbalanced data, often overlooked in sentiment analysis studies. The oversampling technique used in this study is SMOTE and ROS to balance the data set, ensuring consistent results in machine learning models. There are several points of interest if we compare this study with previous research on sensitivity analysis. For example, conducted a sensitivity analysis of government responses to forest fires using the VADER labeling technique and KNN algorithm [22]. Although the KNN algorithm achieved a reasonable accuracy of 79.45%, the study did not consider the data balance of techniques such as oversampling.

On the other hand, this research uses an oversampling method with two different methods, splitting-oversampling compared to oversampling-splitting, where the technique first runs oversampling, then splitting for higher accuracy. It is because the oversampling procedure increases the number of minority samples so that the results obtained when the data are balanced produce more accurate results during the experiment. Like preceding studies, we explored stock market predictions through sentiment microblogging analysis and system mastering using diverse category algorithms [25]. This look obtained an F1 score of 76.3% and an AUC of 67% using VADER labeling combined with SVM. While the oversampling method was not used, it proved critical in this study.

Another relevant research dealt with Islamophobia sentiment evaluation for the duration of a church assault on Twitter [34]. The study uses VADER for labeling and SMOTE for balancing records, resulting in much better accuracy. It is in step with the findings of this look which highlight the importance of using oversampling techniques, particularly in conducting sentiment evaluation. Furthermore, centered on detecting hate speech through diverse class algorithms, wherein SMOTE is likewise used for unequal records distribution [37]. The accuracy acquired is 73.2% using multinomial NB. Similarly, Rani et al. [38] explored coronary heart sickness detection with the system getting to know, and oversampling through SMOTE improved the accuracy of the NB classifier to 85.07%.

In the context of Android malware detection, confirmed the effectiveness of the SMOTE approach with the KNN algorithm, achieving a high accuracy of 98.69% [39]. Their findings corroborate the blessings of employing oversampling strategies to enhance class effects. Finally, centered on classifying client messages on e-trade websites through supervised mastering with the SVM algorithm. The research uses ROS to stability records and produces 78.5% accuracy [41]. Overall, this study gives treasured insights for enhancing sentiment analysis techniques within the destiny, emphasizing balancing facts and decisions for each splitting-oversampling and oversampling-splitting approach. By comparing the results with preceding paintings, it is far located that oversampling techniques can enhance accuracy and higher version performance, particularly in unbalanced information.
5. CONCLUSION

This study focused on sentiment analysis related to the global recession using Indonesian-language tweets. The dataset consisted of 38,000 tweets collected from news portals on Twitter. The data underwent several stages of data preprocessing, including data cleansing, translation from Indonesian to English, and labeling using automatic techniques such as VADER and TextBlob. The labeled data was split into training and testing sets in a 75:25 ratio. To address data imbalance, oversampling techniques, specifically SMOTE and ROS, were applied. The study compared popular classification algorithms in sentiment classification, namely NB, SVM, and KNN. It also compared labeling techniques such as VADER and TextBlob. Additionally, the study explored the impact of oversampling techniques in sentiment classification, namely NB, SVM, and KNN. The findings highlight the importance of choosing the right method based on the specific context and requirements of the analysis, particularly in addressing data imbalances. The oversampling and labeling technique has successfully dealt with unbalanced data in sentiment analysis.

Future research will compare other oversampling techniques such as BorderLine SMOTE, KMeans SMOTE, SVM SMOTE, ADASYN, and SMOTE-nominal and continuous (NC). Future research can also add other supervised classification methods or deep learning methods to improve further sentiment analysis capabilities, such as the accuracy and performance of sentiment analysis in various domains.
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