Smart agriculture model in detecting oil palm plantation diseases using a convolution neural network
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ABSTRACT
Planning models for sustainable crop care in the context of smart agriculture are complex issues as they involve many factors such as productivity, quality, growth sustainability, workforce use, and information technology use. In this study, we will create an optimized model using a convolution neural network (CNN) that can classify and monitor plant diseases. Part of the plant care system is to be aware of plant diseases and to be able to deal with them immediately. This study aims to acquire a new smart farming model for integrated crop care. The results of this research are findings in the form of a CNN model for classifying plant diseases detected from the leaves of the plants studied in oil palm. Testing using Google Colab obtains 100% accuracy and 99% accuracy using a teachable machine. The contributions of this paper create a new model in the field of informatics, especially in the field of intelligent agriculture based on information technology.
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1. INTRODUCTION
Smart agriculture [1]–[4] is one of the ways to realize artificial intelligence. The use of information technology in agriculture is part of smart agriculture. Smart agriculture is the concept of using agricultural devices that previously used manual methods and transitioning to automated devices using hardware and software modules that can be connected to the internet. Agriculture is important for meeting the nutritional needs of communities [5]. Especially in a country dominated by farmers [6].

The use of information technology in this field can increase efficiency and optimize crop yields by using artificial intelligence to predict the correct harvest [7]. So that the nutritional needs of human beings are properly met. Smart agriculture is inseparable from artificial intelligence or artificial intelligence. Agriculture no longer relies on soil conditions for nutrients and climate. With the use of information technology, the agricultural world has become more advanced, allowing farmers to thrive and meet their food needs. Thereby gradually solving problems in agriculture or farming, such as detection of pests and plant diseases [8].

There are several studies on smart agriculture, Olivia research [9] whose aim of this research is to implement a convolutional neural network (CNN) in the context of smart agriculture to detect disease in plants. CNN [10]–[13] is an artificial neural network architecture known for image processing and pattern recognition. In this study, the authors used a dataset of images of healthy plants and pictures of plants infected by various diseases. Using this dataset, they trained a CNN model to recognize visual patterns and
features related to multiple plant diseases. After training the model, the authors used a discrete test dataset for accuracy. The results showed that CNN could identify conditions in plants with a high degree of accuracy. This can be used as a tool for farmers to quickly and accurately identify crop diseases.

Noshiri et al. [14] collected an image dataset of healthy plant leaves and leaves infected by various diseases in this study. They used CNN to train a model that can recognize and classify types of disease on plant leaves by using the visual information in the images. After training the model with the existing dataset, the authors tested its performance using a separate test dataset. Evaluation is carried out by measuring the accuracy of detecting and classifying diseases on plant leaves. The results showed that CNN could accurately detect and organize various types of infections on plant leaves with a high degree of accuracy. This research has important implications in smart agriculture, where early detection and recognition of plant diseases is critical to taking appropriate prevention and control measures. Using CNN, farmers can effectively identify foliar diseases in their crops and take necessary actions to minimize crop damage and increase productivity [15], [16].

Mo and Zhao [17] used an image dataset of healthy plant leaves and leaves infected by various diseases in this study. They trained CNN models using this dataset to recognize visual patterns and features related to plant disease. After preparing the model, the authors used a discrete test dataset for accuracy. Evaluation is done by measuring the accuracy of disease detection in plants. The results showed that CNN can accurately detect disease in plants with a high degree of accuracy.

Falaschetti et al. [18] collected an image dataset of different plant types and weeds. They use deep learning methods, specifically CNN, to train models that can recognize and classify weeds among crops using images’ visual features. After preparing the model with the existing dataset, the authors tested its performance using a separate test dataset. Evaluation is done by measuring the accuracy of the detection and classification of weeds. The results showed that the use of deep learning, especially CNN, can accurately detect and classify various types of weeds with a high degree of accuracy. This research has important implications in agriculture, where early detection of plant diseases is essential for effective crop control and protection [20].

Liu et al. [19] used an image dataset of healthy plants and plants infected by various diseases. They apply deep learning techniques, specifically CNN, to train models that can recognize and detect disease in plants using the visual features contained in images. After preparing the model using the existing dataset, the authors test its performance using a separate test dataset. Evaluation is done by measuring the accuracy of disease detection in plants. The results showed that using the deep learning technique, the model can detect disease in plants automatically with a high degree of accuracy. This research has important implications in agriculture, where early detection of plant diseases is essential for effective crop control and protection [20].

Rajeshkumar et al. [21] collected an image dataset of healthy tomato leaves and leaves infected by various diseases. They used CNN to train a model that can recognize and detect disease in tomato plants by using the visual features contained in the images. After preparing the model using the existing dataset, the authors tested its performance using a separate test dataset. The evaluation was carried out by measuring the accuracy of detection in tomato plants. The results showed that using deep learning, especially CNN, can effectively detect and classify various types of diseases in tomato plants with high accuracy. This research has important implications in precision agriculture, where correctly identifying and controlling weeds is essential to increase crop productivity.
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irrigation, pest and disease control, optimal fertilization, and other agricultural actions. This research shows that by using deep learning and IoT techniques, smart farming systems can significantly increase agricultural productivity, efficiency, and sustainability.

This research is a follow-up to the research conducted by Kamilaris et al. [26], which resulted in a framework for smart agriculture through the implementation of the IoT. This IoT framework is used to collect, process and analyze data streams in real-time and facilitate the deployment of intelligent decision support solutions. Existing IoT-based solutions are largely domain-dependent, offering domain-focused process processing and analytics. In the context of the agri-food industry, different external parameters belong to different domains, such as weather conditions, regulations and others. Smart farming systems are still in development and will have a significant impact on the food supply chain, and a flexible and adaptable IoT framework is important to truly realize the concept of smart farming. This research aims to develop a semantic framework that can support smart agricultural applications based on the IoT. IoT is a physical network device connected and can interact with each other via the internet [27], [26].

In agriculture, IoT can collect data from various farm sensors and apply intelligent analysis to optimize crop production [28], [29]. This research proposes a semantic framework that includes four main layers: sensor and actuator layer, the monitoring layer, the knowledge processing layer, and the application layer. The sensor and actuator layer involves hardware such as temperature, humidity, light sensors, and actuators used to control irrigation or watering systems. The monitoring layer collects data from sensors and passes it on to the next layer. The knowledge processing layer uses semantic techniques to process the collected data and produce useful knowledge. Semantic techniques are used to analyze data, recognize patterns, and generate information that can be used for decision-making in war. The application layer implements agriculture-focused IoT-based applications, such as automated irrigation control or crop growth monitoring systems. In this study, the authors also identify several challenges that need to be overcome in implementing Agri-IoT, such as hardware and software interoperability, data security, and managing large data volumes. Creating the proposed semantic work can solve this challenge by enabling better integration between hardware and software, as well as more intelligent and efficient data analysis. This research makes an important contribution to developing IoT-based smart agricultural applications using a semantic approach. Building on the proposed semantic work can assist farmers in making better decisions, increasing production efficiency, and optimizing the use of agricultural resources. In this study, there is no model to classify plant diseases based on leaves to increase production efficiency and optimize the use of agricultural resources.

Unpredictable climate change is having a major impact on traditional agriculture. Extreme seasonal changes lead to crop failure and crop damage. This drastic climate change has also led to changes in agricultural development planning. In addition to pests and plant diseases, the effects of temperature, precipitation and natural disasters are the main causes of crop failure. Another factor contributing to climate change are greenhouse gases, which are responsible for the leakage of the ozone layer, so they affect the global climate [30].

The global agricultural sector is heavily influenced by a number of factors, including population growth, changing consumer lifestyles and changing market conditions. Achieving strong food security requires solutions that employ smart farming models to combat climate change while coping with changes in other interacting factors. Therefore, strategic action at the regional and international levels by governments, the private sector, academia and policymakers is required [31].

This management style, which involves monitoring, planning and controlling agricultural processes, is called smart farming. This leadership style involves many specialists or specialists, especially in the field of agriculture. By using software and hardware specifically designed to increase agricultural yields. Many vendors [32] are needed to develop the software and hardware for smart agriculture. Agriculture and smart farming businesses require ICT resources to deliver results efficiently, efficiently and profitably. This smart farming technology cannot be done alone, it requires collaboration with numerous agricultural and information technology experts. The decision-making model is combined with the agricultural work process model to form a semantic framework that can support smart agricultural applications based on the IoT. IoT is a physical network device connected and can interact with each other via the internet [27], [26].

Smart Agriculture, developed by Wolfert et al. [34] is a development that emphasizes the use of ICT in the cyber-physical agricultural management cycle. The development of information technology, especially the IoT and cloud computing, has made great contributions to smart agriculture. The use of big data technology, data mining and artificial intelligence is applied to a large amount of data with different variations that can be collected, analyzed and used for decision making. In this established model, the latest findings in the application of information technology in smart agriculture will be obtained. Based on the problems above, researchers want to develop a smart farming model by adding a classification of plant diseases detected from plant leaves. The plants studied were oil palm and the technique used in this research is deep learning.
2. MATERIAL AND METHOD
2.1. Accuracy of convolutional neural network
This study focuses on modelling smart agriculture for crop protection. This study developed a plant classification model based on image processing of healthy and diseased plant leaves on oil palm. It is designed to quickly and accurately detect diseased palm for intelligent plant care. In this study, deep learning methods were used with the CNN algorithm to classify healthy and unhealthy plants by processing the image of leaves of oil palm. In this study, the programming language used is the Python programming language. It is used with other tools that import Python. All modules are declared using an image and saved to a dataset. Tests in this study use the Google Colab and teachable machine applications. The mathematical model for this study:

\[ s(t) = (xt)(t) = (a)\cdot w(t) = \infty \]  

(1)

On (1), several symbols and variables need to be explained with \( s(t) \) is function \( s \) with parameter \( t \), representing a value or result at time \( t \), \( xt \) is represents the variable \( x \) at time \( t \), which may represent other relevant data or variables in the context of this formula. \( t \) is shows the exponent \( t \) of the variable \( xt \), meaning that the variable \( xt \) is raised to the power of \( t \), \( a \) is the constant \( a \) used in the formula. These constants' value and specific meaning will depend on the context or issue being discussed. Note that \( a \) is used in multiplication in this formula, \( w(t) \) is a function \( w \) with parameter \( t \), which may be a function associated with the variable \( xt \) or some other variable. These functions can also have different meanings and contexts depending on the context of the entire formula, and \( \infty \) is the negative symbol for infinity. In this context, it shows that the result of this equation is negative infinity or is undefined.

The first argument is the input which is \( x \) and the second argument is \( w \) as the kernel or filter. If we look at the input as a two-dimensional image, we can say that \( t \) is a pixel and replace it with \( i \) and \( j \). Therefore, the operation for convolution to input with more than one dimension can be written as (2):

\[ s(i,j) = (K.I)(i,j) = (i+,j+)+K(m,n) \]  

(2)

This formula is used to describe the convolution operation on the convolution layer. Explanation of each symbol and variable in this formula with \( s(i,j) \) is the output or activation at the pixel location \( (i,j) \) in the convolution layer, \( K \) is represents the kernel or convolution filter used in the convolution operation. This kernel function takes features from the input and produces output at each pixel location, \( I \) is the input to the convolution layer, \( (i,j) \) is indicates the position or location of the pixels in the input or output convolution layer, \( (i+,j+) \) is represents shift or translation values in pixel coordinates. It is often used in convolution operations to set up the mapping between the input and output layers of the convolution, and \( K(m,n) \) is a kernel or convolution filter with size \( m \times n \). The size of this kernel can vary depending on the CNN architecture used.

This formula describes how the convolution operation is performed on the convolution layer in the CNN. Each output at pixel location \( (i,j) \) is calculated by multiplying the \( K \) kernel and the corresponding area around that pixel in input \( I \) and then summing the results. This mapping can be controlled by shifting \( i+ \) and \( j+ \). The convolution operation on CNN enables feature extraction from the input image or data and helps in pattern recognition. This formula helps explain how convolution works in the CNN convolution layer to produce output channeled to the next layer in the network.

2.2. General architecture
General architecture is one of the most important parts in the detailed research process. In this research, of course, we detect disease from oil palm plantations where the data is based on image data which will be trained and tested with CNN in order to create smart agriculture in the future. The general architecture in this research is based on Figure 1. In Figure 1 is explained based on the following steps:
- The dataset was taken based on images of oil palm plantations based on healthy palm fronds and diseased palm leaves.
- Carry out data processing, extract data and group image data.
- After grouping the data by dividing it into training data and test data where the training data is measured using the slovin approach based on (3).

\[ n = \frac{N}{1+N\cdot e^2} \]  

(3)

with \( n \) is the number of datasets to search, \( N \) is dataset size, and \( e \) is the margin of error value of the dataset size.

---

Smart agriculture model in detecting oil palm plantation diseases using a... (Gunawan)
Detection with CNN on training data
a. Input neuron
b. Performing a convolution layer by combining two series of numbers to produce a third number series
c. Measuring activation function with ReLu \( f(x) = \max(x, 0) \).

Detection with CNN on testing data
a. Input neuron
b. Performing a convolution layer by combining two series of numbers to produce a third number series
c. Measuring activation function with ReLu \( f(x) = \max(x, 0) \).

Measurement accuracy

3. RESULT AND DISCUSSION

The novelty of this research is smart agricultural modeling using CNN to detect plant diseases in oil palm. Input on CNN is an image. The input image in CNN is represented in matrix form. Each pixel in the image is assigned an intensity value that represents the brightness or color of that pixel. Each element in this matrix or tensor represents an image pixel at a particular position. For example, if the image is grayscale, then the input matrix or tensor will have 2D dimensions, where each element represents a pixel intensity. If the image is color, the input matrix or tensor will have 3D dimensions, with each component representing intensity in a different color channel, e.g., red, green, or blue. CNN uses convolution filters or kernels to apply convolution operations to the input image. This filter moves across the image and takes a convolution mapping between the filter and a small area of the image. This convolution operation results in an output matrix or tensor that represents the features extracted from the input image. Image input in CNN is done in batches, which means several images are processed simultaneously. The input will have a higher dimension in the tensor, where the first dimension represents the number of images in the batch. CNN performs a training or inference process to recognize visual patterns and perform object classification, object detection, segmentation, or other tasks related to image processing. The following is an example of a sample data image in Figure 2, a sample data image of healthy palm leaves in Figure 3. In Figure 2 you can see several samples of the healthy palm fronds image. Where the data in the form of images is trained on a CNN in order to achieve accuracy in detection. The diseased palm leaves images can be seen in Figure 3.

In this section, it is explained how to get the results of the research that has been carried out starting from collecting datasets in the form of training data, data validation, and data testing. Then make the model...
and translate the model into the Python programming language version 3.10.2. The application used to test the dataset is the google colab application and teachable machine. Google Colab is a tool for running Python programs online on the web. The results of the model compilation using Google Colab for oil palm plants are shown in Table 1 and graphs of accuracy and loss as follows in Figures 3 and 4.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Time/Step</th>
<th>Reduction</th>
<th>Accuracy</th>
<th>Reduction of Validation</th>
<th>Accuracy of Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/30</td>
<td>13s 5s</td>
<td>0.2239</td>
<td>0.8889</td>
<td>24.3459</td>
<td>0.6667</td>
</tr>
<tr>
<td>5/30</td>
<td>2s 825ms</td>
<td>0.7419</td>
<td>0.6667</td>
<td>0.6176</td>
<td>0.7667</td>
</tr>
<tr>
<td>10/30</td>
<td>2s 671ms</td>
<td>0.7063</td>
<td>0.8889</td>
<td>0.8306</td>
<td>0.7000</td>
</tr>
<tr>
<td>15/30</td>
<td>2s 873ms</td>
<td>0.6296</td>
<td>0.7778</td>
<td>0.4768</td>
<td>0.9333</td>
</tr>
<tr>
<td>20/30</td>
<td>2s 816ms</td>
<td>0.8378</td>
<td>0.7778</td>
<td>0.6659</td>
<td>0.4333</td>
</tr>
<tr>
<td>25/30</td>
<td>2s 827ms</td>
<td>0.4964</td>
<td>0.8889</td>
<td>0.1628</td>
<td>1.0000</td>
</tr>
<tr>
<td>30/30</td>
<td>2s 894ms</td>
<td>0.2568</td>
<td>0.7778</td>
<td>1.4966</td>
<td>0.7000</td>
</tr>
</tbody>
</table>

From the research results shown in Table 1, the trial for oil palm plants obtained 100% accuracy, whereas from the 25 image datasets tested, all obtained correct results. This is evident from the graphs of the train and loss results shown in Figures 4 and 5. From the graphs in Figure 4, the accuracy is unstable but can achieve 100% accuracy in the 30th epoch or iteration. The compiled model produces 100% accuracy in the 30th epoch. Likewise, the model results obtained with teachable machine make 99% accuracy, so that this research can contribute to the field of smart agriculture for plant maintenance systems.
4. CONCLUSIONS

In summary, the model compilation process shows that the time/step is still slow with 2 seconds 554 ms/step at the start of the iteration at the first epoch and 1 second 492 ms/step at the 30th epoch. The model compilation results show 100% accuracy at the 30th iteration, and the image data testing results show the same results. The research results show that the proposed method can achieve excellent accuracy in detecting oil palm diseases. From the graph of accuracy and loss, the model studied still shows unstable accuracy and loss which is caused by the lack of data used. This research also has important implications in the field of agriculture and planting, because it can help farmers and agronomists see the initial condition of oil palm and take the necessary actions to prevent the spread of this disease more widely.
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