The effect of features combination on coloscopy images of cervical cancer using the support vector machine method
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ABSTRACT

Cervical cancer is cancer that grows in cells in the cervix. This cancer generally develops slowly and only shows symptoms when it has entered an advanced stage. Therefore, it is crucial to detect cervical cancer early before serious complications arise. One way to detect cervical cancer early is to use colposcopy, which is to look closely at the condition of the cervix to find changes in cells in the cervix that have the potential to become cancer. However, this method requires the expertise of an obstetrician. This research proposes the use of image processing techniques to create automatic early detection of cervical cancer based on coloscopy images. In this paper, we will discuss image selection using an approach in the form of comparing the weights of feature vectors and then using a data distribution threshold, features that are not too influential can be eliminated. Image classification uses the support vector machine (SVM) method, which makes it possible to distinguish normal images from abnormal images. Classification with feature selection and merging results can improve the consistency of SVM model performance evenly across all four SVM kernels.

1. INTRODUCTION

Cervical cancer is a significant health problem throughout the world. Data in 2020 shows that around 600,000 women have cervical cancer worldwide and more than 340,000 cases of death from its consequences [1]. In addition, the fact that cervical cancer is ranked second as a cancer in the female reproductive system makes it a severe challenge in the world of global health. As a result of this reality, cervical cancer also occupies the fourth position as the deadliest disease for women throughout the world [2]. Apart from significant health losses, cervical cancer also has implications for widespread economic and social losses. One effective way to overcome the burden that can be caused by cervical cancer is to carry out early detection or pre-cancer detection. The pre-cancer detection process has a vital role in the prevention and treatment of this disease. Detection of pre-cancer is critical, considering the slow nature of cervical cancer in its development [3]. Effective pre-cancer detection aims to identify lesions on the cervix for medical treatment before they develop into more severe cancer. Obstacles such as limited resources and access to health facilities, as well as a lack of awareness regarding the importance of early detection, are the main obstacles in treating cervical cancer. One of the significant pre-cancer detection techniques is the colposcopy technique. Colposcopy is a diagnostic procedure that can identify lesions or abnormal tissue on the cervix.
and uterine wall [4]. Colposcopy allows for observation at up to tenfold magnification, making it an essential instrument in identifying such lesions or abnormal tissue [5]. Based on this, it is possible to use colposcopy images in the early detection of cervical cancer.

Several studies have used colposcopy images to detect cervical cancer. Kalbhors and Shinde [6] created a system framework that will be used to detect cervical pre-cancer based on colposcopy images with the ultimate aim of having high effectiveness compared to existing methods. The researcher uses features in the form of gray-level co-occurrence matrix (GLCM), gray-level run length matrix (GLRLM), and histogram of gradients (HOG), which will then be combined to continue with classification. The researcher used six classification algorithms: naïve Bayes, Bayes Net, random tree, random forest, decision table, and logistic. Amalia et al. [7] are applied and compared to two edge detection operators, isotropic and canny, in processing colposcopy images to diagnose cervical cancer. Rahaman et al. [8] reviewed the development of optical techniques in the diagnosis of cervical cancer. Xue et al. [9] conducted a meta-analysis to assess the performance of using deep learning in four subgroups, namely cancer type (breast or cervical), validation type (internal or external), imaging modality (mammography, ultrasound, cytology, or colposcopy), and deep learning algorithm versus doctor.


Li et al. [16] conducted a survey from February 2020 to December 2022 on women regarding colposcopy. Mustafa et al. [17] reviewed cervical cancer detection techniques chronologically, from the traditional Pap smear test to the latest computer-aided detection (CAD) systems. Yan et al. [18] conducted a prospective study in a gynecology clinic from March to September 2021. They recruited women with cervical abnormalities. Then, they evaluated the diagnostic performance of optical coherence tomography (OCT) in detecting these abnormalities. Chen et al. [19] used artificial intelligence in the recognition and classification of colposcopic images of cervical cancer. Nie et al. [20] proposed a new specular reflection detection and removal method for endoscopic images based on brightness level classification. It can effectively detect specular areas in endoscopic images with different brightness levels, thereby improving the operating efficiency of the algorithm. Al-Jabbar et al. [21] developed three techniques for diagnosing breast cancer. The first technique is breast cancer diagnosis using an artificial neural network modified with several features. From this research to the best of our knowledge, no research has discussed the effect of combining features in colposcopy images based on the support vector machine (SVM) method in the early detection of cervical cancer. In our previous research [22–26], We use many image processing techniques to carry out artificial intelligence-based classification for early detection of several diseases using images from various modalities. In this paper, we discuss the use of colposcopy images based on feature fusion in improving the performance of the SVM method in cervical cancer classification.

2. PROPOSED METHOD

The feature extraction and selection stage is a novelty in this research. At this stage, we calculate color and texture moment features from colposcopy images that have undergone initial processing. The feature extraction results will be divided into two feature matrices, which will be used as input vectors in SVM classification. The weight values will be calculated for both models as an approach to feature selection. The weight value will be compared with the threshold value in the form of the skewness threshold or direction of data distribution, namely the mean and median. When the weight value of a feature is smaller than the threshold value, the feature will be eliminated. So, features with a weight value more significant than the threshold value are produced. The feature selection results will be combined into a matrix, which will be classified using SVM. At this classification stage, it is possible to design a machine learning classification model using the SVM algorithm based on colposcopy image features that have been previously selected. The classification model will be used as the final and then compared with the two models before selecting and combining features. The use of SVM as a pattern recognition algorithm or machine learning is based on classification objectives; namely, the classification in this research is binary. The SVM algorithm is very
suitable and easy to carry out binary classification. Also, it can use a kernel to accept input vectors of up to n features.

3. METHOD
3.1. Input images

This research used acetic acid visual inspection or inspeksi visual asam asetat (IVA) colposcopy images sourced from the International Agency for Research on Cancer (IARC) colposcopy image bank, with 161 images (70 abnormal images and 91 standard images) [27]. Colposcopy is a pre-cancer detection procedure that aims to find out whether there are indications of abnormal cells in the cervix. These abnormal cells generally occur at the opening of the cervix to the uterine canal. This procedure allows medical experts to open and view or photograph the cervix up to the uterine wall [28]. IVA is a ‘naked eye’ examination method to observe pre-cancer detection procedures, namely colposcopy, by identifying the size of the lesion before it becomes invasive and invasive. This method allows using an acetic acid solution of around 3%-5% on cotton wool and then applying it to the cervical tissue during colposcopy. The photographing or observation process requires assistance in the form of a halogen lamp. This process also takes about one minute to get the desired results. The results of an IVA are positive (indicating a lesion) if there is aceto whitening in the tissue or cervical cell tissue with white-like spots. It will have a negative value if there is no aceto whitening. This occurs due to increased nuclear protein and cytokeratin in the cervical epithelial tissue, causing striking color differences. Then, the squamous epithelial tissue on the cervix that does not have lesions will be pink [29]. Figure 1 shows examples of some colposcopy images used in this research.

![Figure 1. Examples of several colposcopy images](image)

3.2. Feature extraction and selection

Feature extraction is converting an image into a group of features. This feature group is a number that describes certain information from an image. There are various groups of features, one of which is color and texture moments. Color moment can be interpreted as a scale that can differentiate images based on color features. The color moments in the image are interpreted as pixel probability distributions. There are three components in color moments: mean, skewness, and standard deviation. Texture is the most crucial feature for various images that appear everywhere in nature, such as medical images and sensor images. Texture is the surface manifestation of the human visual system towards natural objects. In this research, the GLCM texture will be used, which consists of entropy, contrast, correlation, energy, and homogeneity [30].

3.3. Support vector machine

Machine learning is an interdisciplinary field built on ideas from cognitive science, computer science, statistics, and other mathematical sciences. In machine learning, classification is a method for approaching (supervised learning) a given data set by creating a model that can separate the data into the desired number [31]. Many classification techniques already exist and have been developed to date, one of which is SVM. Based on pattern recognition in classification, creating a model that can provide appropriate input and output pairs is possible. SVM is a classification and regression technique that maximizes prediction accuracy. SVM works by mapping data into a high-dimensional feature space so that the data can be categorized even if the data cannot be separated linearly. The separation between these data classes is called a hyperplane [32].
4. RESULTS AND DISCUSSION

Colposcopy is a pre-cancer detection procedure that aims to find out whether there are indications of abnormal cells in the cervix. These abnormal cells generally occur at the opening of the cervix to the uterus. This procedure allows medical experts to open and view or photograph the cervix up to the uterine wall. The research begins by cropping the colposcopic image, aiming to reduce noise in the image. This process will be done manually with region of interest (ROI). After cutting, the image will be divided into three data groups for further processing: test, training, and validation. The data sharing ratio is 80:20 between training data and test data, referring to the paper written by Gholamy et al. [33]. Figure 2 shows the results of image cropping that will be used in the next stage of analysis. Next, the image will be converted into gray, as shown in Figure 3. Meanwhile, Table 1 shows the division of image data as training, test, and validation data.

![Figure 2. Result of cropping image](image)

![Figure 3. Result of pre-processing image: (a) original image and (b) the result of pre-processing](image)

<table>
<thead>
<tr>
<th>Table 1. Data distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Abnormal</td>
</tr>
</tbody>
</table>

This feature extraction will be carried out simultaneously for color moment features (mean, skewness, and standard deviation) and texture features (contrast, correlation, energy, homogeneity, and entropy). In this experiment we used the Python programming language tool. We use the numpy library to calculate the mean of the pixels in the image. Then, using the np. Float data type increases the accuracy of the calculation. The image must be created in a 1-dimensional array to be calculated. The skewness calculation must be ensured only in the image array column, so there is a parameter axis = 0. We use the numpy library to calculate the variation of pixels in the image. Because the image is a population, not a sample, because all image pixels are segmented, the parameter ddof = 0 is needed. Then, do the square root of the variation value. We use the scikit-learn library to calculate the entropy of pixels in the image. In contrast calculations, several parameters need to be set: i) distance will select how many pixels will be the reference in the calculation (set 1 and 2 pixels), ii) angles will set the angle of the second pixel with the first reference pixel for calculations (select 0, 45, 90, and 135 degrees), and iii) levels will set the type of image used because the image is grayscale; it will have a value of 256. This parameter will be used for all texture feature calculations. The calculation result will be in the form of an array of more than one dimension. Therefore, it will be created in 1 dimension first, and only the value of the first element will be taken.

The classification model uses a SVM as the algorithm. The SVM model is trained using features from the training data, then its hyperparameters are tuned or calibrated using validation data and then tested with "unseen data," namely test data. At this stage, classification is carried out for both groups of features.
The system we developed can access files containing training data for the model. The data consists of features and corresponding labels or classes. These features will be retrieved and stored in two variables, namely 'x' for features and 'y' for labels. Next, the program will prepare a list of parameters used in the model-tuning process. These parameters include the 'C' parameter, 'gamma,' and the kernel types that can be used, such as 'linear,' 'polynomial,' 'radial basis function (RBF),' and 'sigmoid.' Next, using the GridSearchCV function will allow tuning of the combinations in the list of parameters that have been set. GridSearchCV will perform parameter tuning by cross-validating ten times for each existing combination. This is done to avoid overfitting and test the stability of the model. The best parameter results will automatically be included as hyperparameters in the model. After obtaining appropriate hyperparameters, the model performance will be calculated using accuracy, sensitivity (recall), precision, F1 score, and specificity. The results of model performance calculations are also visualized in a confusion matrix to make analysis easier. Figure 4 shows the performance graph of the SVM model with several color feature-based kernels.

Figure 4. Accuracy graph of the SVM model of color moment features

As in the previous stage, this stage uses texture feature data: contrast, correlation, energy, homogeneity, and entropy. The texture feature matrix is used as input data. Four kernels were also used in making this classification model, and three experiments were carried out for each kernel. Then, the model's performance results are directly calculated and shown in Figure 5.

Figure 5. Graph of texture feature SVM model accuracy

After carrying out the model creation process and calculating the performance of each model, it is then analyzed how the features from each feature group play a role in helping the model classify 'abnormal' and 'normal' images. This analysis can be carried out using the weight values of the linear kernel for each feature vector. This approach can also be called feature importance or the level of feature importance. An analytical approach for feature selection using weight values in a linear kernel for each feature vector can be used to combine and select features. The model is trained using a linear kernel to access the linear SVM
weights. These weights can be accessed using the `coef [0]` property, namely accessing the correct weights in distinguishing class 0 (normal) and not 0 (abnormal). The value used is only the absolute (positive) value of the weight, which is then sorted from largest to smallest value and then sorted according to the features in the input feature matrix. The results of this features importance approach can be seen in Figures 6 and 7.

![Figure 6. Visualization of features importance of color moments](image1)

![Figure 7. Visualization of features importance of texture](image2)

Next, using the weight value of each feature group, the threshold value can be found to decide which features will be eliminated. The threshold parameters used are based on the distribution of the weight data in Figures 6 and 7. The parameters that describe the data distribution are the mean and median. To choose a suitable parameter as a threshold value, we analyze to see the skewness of the data. Data skewness can be seen by comparing the mean and median values of the weights of the two feature groups. The equations for the mean and median are shown in (1) and (2):

\[
\bar{x} = \frac{x_1 + x_2 + x_3 + \ldots + x_n}{n} \quad (1)
\]

\[
median = \frac{n+1}{2} \quad (2)
\]

With, $\bar{x}$ = mean, $x_n$ = data to - $n$, $n$ = number of data.
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The mean and median values for the feature weight data in the two feature groups are obtained, as shown in Table 2. Referring to Table 2 in the color moment feature, the mean and median values are not too far apart, indicating that the data is distributed symmetrically so that both thresholds can be used. Meanwhile, in the texture feature weight data, the average value is far below the median value, which indicates that the data is skewed towards positive values, so using the median as the threshold is much better. Therefore, a threshold value can be used from the median value of each feature group. The selected feature must have a value greater than or equal to the median value so that the feature selection results can be seen in Table 3.

Table 2. The mean and median feature weights

<table>
<thead>
<tr>
<th>Feature</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color moment</td>
<td>0.1204</td>
<td>0.1410</td>
</tr>
<tr>
<td>Texture</td>
<td>1.035</td>
<td>1.390</td>
</tr>
</tbody>
</table>

Table 3. Feature selection results

<table>
<thead>
<tr>
<th>Feature</th>
<th>Selected</th>
<th>Eliminated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color moment</td>
<td>Mean dan standard deviation, skewness</td>
<td></td>
</tr>
<tr>
<td>Texture</td>
<td>Energy, homogeneity, dan correlation, entropy dan contrast</td>
<td></td>
</tr>
</tbody>
</table>

After obtaining the selected features based on their weight values, these features can be combined into one matrix, which can be used to create models and calculate their performance. When classifying using SVM, we use combined feature data: mean, standard deviation, energy, homogeneity, and correlation. In creating the classification model, four kernels were used, and three experiments were carried out for each kernel. Figure 8 shows the accuracy results for the four kernels.

Figure 8. Accuracy graph of combined feature SVM model

5. CONCLUSION

In this research, we apply feature selection with an approach that compares the weights of feature vectors on the linear hyperplane SVM. This modification makes it possible to get the most relevant features from the color and texture moment features. The research results show that combining selected features influences the SVM model's performance. The SVM model's performance is improved considerably by using only texture features. However, performance in the sigmoid kernel remains the same. In the final results, the linear kernel has the best performance. This case happens because the linear kernel has the most straightforward equation: just the dot product of the weights and feature vectors. So, it can be interpreted that image feature data can be separated linearly. A pre-cancer detection system with the best performance was successfully created using a combination of selected features. This system improves performance consistency across four SVM kernels.
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