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ABSTRACT

The assessment document at the time of study program accreditation shows performance achievements that will have an impact on the development of the study program in the future. The description in the assessment document contains unstructured data, making it difficult to identify target indicators. Apart from that, the number of Indonesian-based assessment documents is quite large, and there has been no research on these assessment documents. Therefore, this research aims to classify and predict target indicator categories into 4 categories: deficient, enough, good, and very. Learning testing of the Indonesian language assessment sentence classification model using recurrent neural networks-long short-term memory (RNN-LSTM) using 5 layers and 3 parameters produces performance with an accuracy value of 94.24% and a loss of 10%. In the evaluation with the Adamax optimizer, it had a high level of accuracy, namely 79%, followed by stochastic gradient descent (SGD) of 78%. For the Adam optimizer, Adadelta, and root mean squared propagation (RMSProp) have an accuracy rate of 77%.
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1. INTRODUCTION

Assessment is a critical process for evaluating an institution's performance and quality, relying on systematic evaluation using predefined indicators [1]. The accreditation of academic programs is pivotal in determining accreditation status, measuring performance achievements against key indicators and other relevant criteria [2]. Institutional accreditation assesses overall performance using defined indicators, categorizing assessments as unaccredited or accredited with varying ratings, such as excellent, good, fair, and poor, valid for a specific period [3]–[6].

Achieving superior accreditation results contributes not only to enhancing graduate competitiveness but also to elevating institutional reputation and fostering excellence in service delivery [7], [8]. Assessment sheets obtained from accreditation processes play a crucial role in pinpointing areas for improvement [7], [9]. However, these collected sheets frequently encompass various academic domains, presenting challenges in accurately discerning assessment categories [7], [10].
Efforts to improve service provision include utilizing assessment documents in the native language, such as Indonesian. Despite promising results from sentiment analysis in English, optimizing Bahasa Indonesia assessment documents remains an opportunity for further investigation [5], [11]–[13]. Considerable research endeavors have been invested in studying comparative performance analysis, with a special emphasis on using recurrent neural networks (RNN) with long short-term memory (LSTM) for the analysis of textual and image data sets [14], [15]. Across these studies, a consistent finding emerged: image-focused deep learning models demonstrate greater efficiency compared to sentiment-focused counterparts, evidenced by enhanced task completion times and improved classification accuracies [16].

Additionally, substantial research efforts have been directed towards predicting learning gain. The primary aim is to develop robust computational models capable of forecasting student progress at an early stage. These efforts entail comparing various models, including Bayesian knowledge tracking, vanilla models, and LSTM models, which have led to significant strides in achieving highly accurate predictions with minimal training data [17].

This paper aims to propose an intelligent methodology for classifying and predicting assessment categories using LSTM-RNN. Starting with program assessment documents, we outline a framework for preprocessing unstructured data, transforming word collections into vectors, and employing LSTM and softmax methods for classification. Utilizing training data from Bahasa Indonesia datasets, we optimize parameters and algorithms for enhanced performance. Furthermore, we underscore the importance of visualizing information through diagrams or graphs to facilitate user understanding and interaction [7]. Through these efforts, we aim to contribute to advancing intelligent assessment methodologies, particularly in institutional performance evaluation contexts.

2. METHOD

Based on the research that will be carried out, the researcher prepares a test flow aimed at Figure 1. The method used to search for, handle, examine and categorize values uses assessment sheets as a data source to identify value categories. Because score sheets are unstructured data and include dynamic topics, special character symbols, and abbreviations, extracting and analyzing important information from score sheets can be a challenge. Therefore, the proposed methodological framework is divided into several modules: data preprocessing, text representation, text labeling, classification, and prediction. This research proposes a flow diagram for creating an assessment classification model which is divided into four stages: i) text preprocessing; ii) model design; iii) model training; and iv) testing and prediction.

![Figure 1. Design of assessment classification models](image-url)
Figure 1 explains several methods used to search, handle, examine, and categorize values. The proposed system architecture uses assessment sheets as a data source to identify value categories. Because score sheets are unstructured data and include dynamic topics, special character symbols, and abbreviations, extracting and analyzing important information from score sheets can be a challenge. Therefore, the proposed methodological framework is divided into several modules: data preprocessing, text representation, text labeling, classification, and prediction.

The primary objective of the suggested framework is to employ LSTM-based text classification for the automated identification and examination of grade sheets. Accredited institutions provide the collected mark sheets to start the work phase. After document collection, text mining techniques are used for sentiment analysis. Score sheets should be labeled after the information has been thoroughly and carefully identified. By using sentiment extraction and analysis methods, the score sheet is categorized as deficient, enough, good, and very.

Next, dimensionless vectors are used to represent the assessment text using a word embedding model known as word index or word2vec. In the end, the mark sheet is classified based on the type of grade category and predicted using LSTM trained with softmax regression. You can automatically identify and estimate different grade categories by checking the grade sheet.

2.1. Data processing

Data processing is the process of converting an unstructured assessment text into a structured one, as shown in Figure 1. The assessment description explains the conditions for meeting performance targets based on standards and indicators in a lengthy text format. Special characters, numbers, and words are included in the assessment description [17], [18]. It's crucial to use text mining techniques to remove these characters from the scoring sheet before adding them to the classification model [19], [20]. The assessment sheet is written in paragraphs, so we begin by employing a sentence segmentation technique to divide the paragraph into individual sentences [21], [22].

2.2. Tokenization

The process of tokenizing a complex text is to reduce it to a list of words known as tokens. Word spacing, punctuation, hashtags, and non-text characters are typically found in complex text [23], [24]. The suggested system breaks each text segment into word (bag of words representation) by removing non-alphanumeric characters using an n-gram tokenization technique. Each text is then represented as a word sequence for processing after this step.

2.3. Convert to sequence

Large assessments can be difficult to categorize because the assessment form contains formal descriptions with frequently used words in lowercase or capital letters based on the sentence's position. When writing capital and lowercase letters inconsistently. The utilization of the stemming technique offers a solution to circumvent this issue. Through this approach, each word within the text is mapped into a unified feature space [25], [26].

2.4. The recurrent neural networks model

An artificial neural network architecture named a RNN uses the principle of repetition to store output using internal memory based on specific layers [27], preserving previously learned information. It then forwards the output to become input in the subsequent iteration, predicting the output of the subsequent layer, sequentially, due to the lengthy input circuit. Because of this, RNNs are particularly good at predicting continuous data sequences.

There are two types of RNN architecture [28]–[30]: time step RNN and conventional RNN. A traditional RNN, like the one in Figure 2, only processes input x during the training phase and generates output y. It lacks the concept of time. Conversely, Figure 3 represents an unrolled version of a traditional RNN with multiple inputs. Time is represented by the symbol t on the horizontal axis and processing proceeds from left to right to express as a time step.

In this case, the text "organizing an article writing workshop" is denoted by the letter x. The letters "organizing", "workshop", "writing", and "article" are processed one by one in this order. Until the final data input, the hidden layer continuously transfers data on a time scale (t) to the next hidden layer. The words represented by the symbol y (y1, y2, y3, y4, ... yt) are the output of the RNN. The internal state, represented by St, is provided from a series of time steps to the next, stored by the RNN for each processing. U, V, and W are the parameters of each RNN box. RNN has a competitive advantage in text processing, machine translation, and language modeling with this model.
2.5 Long short-term memory

These method models have the same basic architecture, depicted in Figure 4, where the distinctive capability of LSTM to calculate hidden states capable of retaining long-term dependencies is highlighted. Additionally, sending sequential data is well suited to the neural network architecture known as LSTM [31]–[33]. A forward propagation process is required for classification, especially to perform the softmax activation function.

In Figure 4, the RNN-LSTM model is presented which is divided into preprocessing, input layer, and output layer. We propose this method to categorize and estimate values. Before reaching the output layer, the RNN-LSTM model performs cleaning on the score sheet by removing redundant words and converting them to a word vector. This vector is then used as input for the input layer, LSTM, and hidden layers.

Figure 4. Model LSTM

2.6. Softmax regression

Softmax regression [34]–[36] is a model for generating probabilities that represent outcomes from several classes. The input for softmax regression is still a d-dimensional vector, \( h_T \), which is the output of the LSTM model. As mentioned previously, we use N words to predict the polarity of each sentence in document D, which is discussed as in (1).

\[
p(\text{pol}|X) = \text{Softmax}(X) = \frac{\exp(X)}{\sum_{i=0}^{M} \exp(X_i)} = W_{x} h_T + b_x
\]

(1)

\[
\text{Pol} = \arg\max p(\text{pol}|X_k)
\]

(2)

\[
\text{Loss} = \frac{1}{M} \sum_{s=1}^{M} Y_s \cdot \log p(\text{pol}s|Xs)
\]

(3)

In the equation, the input time step j and sentiment category are denoted by x and i, respectively. Polarity prediction is based on input data with maximum probability, as explained in (2). To evaluate the model’s effectiveness, a loss function is employed, which evaluates each labeled sentence using cross entropy, as depicted in (3).

Figure 5 illustrates a classification model evaluation using RNN-LSTM. This model utilizes a RNN integrating LSTM cell types regarding categorizing text based on its evaluation. Within this model, the assessment text supplied, such as “The facilities and infrastructure are adequate to carry out educational activities,” is broken down into pertinent tokens, including “facilities,” “and,” “infrastructure,” “adequate,” and “educational activities”. Each token is then converted into a vector that can be processed by the model. The next step involves using an LSTM layer to understand the sequence of these tokens. LSTM has the ability to store long-term information in data sequences, making it very suitable for text processing. Following the LSTM layer, the resultant vector for each token is inputted into the fully connected (FC) layer. The primary task of
this FC layer is to further manipulate these vectors to facilitate their interpretation for classification objectives. The model output is in the form of rating categories, for example "poor", "medium", "good", or "very". This categorization is determined based on the model’s understanding of the assessment text that it has processed. For example, based on the text provided, the model can produce "sufficient" output because the facilities and infrastructure owned are considered adequate to carry out educational activities.

Figure 5. Assessment classification model using RNN-LSTM

2.7. LSTM training process design
In an effort to create the best classification model, development using the LSTM model considers four different variations with unique parameter settings. In addition, four different optimization algorithms were applied, which are detailed in Table 1, to obtain optimal performance in carrying out classification. This process allows extensive exploration of combinations of parameter values and optimization methods to achieve optimal results.

<table>
<thead>
<tr>
<th>No</th>
<th>Adam (lr, bs, ep)</th>
<th>Adamax (lr, bs, ep)</th>
<th>Adadelta (lr, bs, ep)</th>
<th>SGD (lr, bs, ep)</th>
<th>RMSProp (lr, bs, ep)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01, 16, 10</td>
<td>0.01, 16, 25</td>
<td>0.5, 16, 33</td>
<td>0.1, 16, 46</td>
<td>0.01, 32, 26</td>
</tr>
<tr>
<td>2</td>
<td>0.001, 32, 19</td>
<td>0.001, 32, 31</td>
<td>0.5, 16, 43</td>
<td>0.1, 16, 51</td>
<td>0.001, 32, 32</td>
</tr>
<tr>
<td>3</td>
<td>0.005, 32, 22</td>
<td>0.005, 32, 14</td>
<td>1.01, 32, 31</td>
<td>0.1, 32, 32</td>
<td>0.01, 128, 23</td>
</tr>
<tr>
<td>4</td>
<td>0.005, 32, 46</td>
<td>0.005, 64, 36</td>
<td>1.0, 4, 40</td>
<td>0.1, 32, 35</td>
<td>-</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION
The results and discussion in smart classification and prediction: multi-text assessment institutional performance review using RNN-LSTM have been carried out and are addressed in sub-section 3.1. The assessment form is a performance assessment that aims to achieve targets that are very good, good, fair, and not good. Because the assessment form is unstructured text, the preprocessing discussed in subsection 3.2 must be converted into structured text. In this study justifies the classification and prediction methods, and this section uses test data from institutions to justify the evaluation methods.

3.1. Data set and parameters
Using repeated experiments, the LSTM model is used to predict optimal categories and classify target categories for performance. Assessment forms are collected from various fields, including computers, management, education, engineering, and health. A total of 1,500 records were collected from institutions. Preprocessing models are employed for the analysis of the gathered data. Following preprocessing, the data was normalized, with 70% allocated for training and 30% for testing classification. This dataset is then utilized to train and evaluate LSTM models using word index. The suggested LSTM model is contrasted with RNN, random forest (RF), and support vector machine (SVM) classification models for document assessment. The optimization algorithms, including Adamax, Adadelta, SGD, Adam, and root mean squared propagation
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(RMSProp), are applied to test data to enhance performance models in classification seeks to achieve accuracy, precision, recall, and F1 scores. Five layers make up the LSTM model for text classification: two layers dense, spatial dropout, embedding, and LSTM. The model parameter values that produce the smallest loss function values are found using an optimizer algorithm. The learning rate of an optimization algorithm determines how many steps it takes to find the smallest value.

3.2. Performance evaluation
In this section, we delve into the training outcomes to assess the on the evaluation dataset. The extent to which word embedding models utilizing Word index influence the classification of assessment criteria categories was also assessed. The effectiveness of the suggested LSTM text classification model is contrasted with that of alternative classification techniques. LSTM and five optimizer algorithms are used in this experiment to test the scoring text classification model. Experimental findings show that learning rate, batch size, and epoch parameter values impact the accuracy rate. The initial experiment involved the combination of three parameters and was conducted four times utilizing the Adam optimizer algorithm along with the LSTM model detailed in Table 2. Achieving learning rate 0.005, batch size 32, and epoch 22, the third experimental scenario demonstrates the highest accuracy rate at 93.08%.

<table>
<thead>
<tr>
<th>Learning rate</th>
<th>Batch_size</th>
<th>Epoch</th>
<th>Training result</th>
<th>Acc</th>
<th>Val_acc</th>
<th>Loss</th>
<th>Val_loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>16</td>
<td>10</td>
<td>91.85</td>
<td>79.65</td>
<td>17.15</td>
<td>92.94</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>32</td>
<td>19</td>
<td>93.08</td>
<td>80.81</td>
<td>13.26</td>
<td>85.68</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>32</td>
<td>22</td>
<td>92.11</td>
<td>80.23</td>
<td>15.50</td>
<td>80.23</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>32</td>
<td>46</td>
<td>92.63</td>
<td>78.49</td>
<td>20.12</td>
<td>85.76</td>
<td></td>
</tr>
</tbody>
</table>

The second experiment involved using an LSTM model with the Adamax optimization algorithm and three different parameters, namely learning rate, batch size, and epoch, as detailed in Table 3. Four tests were conducted, each utilizing different parameter combinations. The results encompassed evaluations of training accuracy (Acc), validation accuracy (Val_acc), training loss (Loss), and validation loss (Val_loss). This table illustrates fluctuations in model performance based on the specific parameter combinations utilized. Achieving learning rate 0.01, batch size 16, and epoch 25, the third experimental scenario demonstrates the highest accuracy rate at 94.24%.

<table>
<thead>
<tr>
<th>Learning rate</th>
<th>Batch_size</th>
<th>Epoch</th>
<th>Training result</th>
<th>Acc</th>
<th>Val_acc</th>
<th>Loss</th>
<th>Val_loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>16</td>
<td>25</td>
<td>94.24</td>
<td>86.05</td>
<td>10.10</td>
<td>94.32</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>32</td>
<td>31</td>
<td>90.36</td>
<td>83.14</td>
<td>25.50</td>
<td>71.71</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>32</td>
<td>14</td>
<td>92.04</td>
<td>83.30</td>
<td>17.72</td>
<td>81.19</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>64</td>
<td>36</td>
<td>94.18</td>
<td>82.56</td>
<td>12.54</td>
<td>88.40</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 showcases the outcomes of four experiments conducted to enhance the LSTM model utilizing the Adadelta algorithm, encompassing three separate sets of parameters. The results show variations in model performance, where the highest accuracy was achieved in the fifth experiment with a value of 93.60%, using batch size 4 and epoch 40. Meanwhile, the second highest result was achieved in the fourth experiment, reaching 92.95% accuracy, with batch size 16, epoch 43, and learning rate 0.5. This analysis shows the importance of experimenting with parameter combinations in improving the performance of classification models.

<table>
<thead>
<tr>
<th>Learning rate</th>
<th>Batch_size</th>
<th>Epoch</th>
<th>Training result</th>
<th>Acc</th>
<th>Val_acc</th>
<th>Loss</th>
<th>Val_loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>16</td>
<td>33</td>
<td>91.14</td>
<td>81.98</td>
<td>19.94</td>
<td>68.30</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>16</td>
<td>43</td>
<td>92.95</td>
<td>83.70</td>
<td>17.54</td>
<td>67.13</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>32</td>
<td>31</td>
<td>92.50</td>
<td>83.14</td>
<td>17.40</td>
<td>86.06</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>4</td>
<td>40</td>
<td>93.60</td>
<td>81.98</td>
<td>15.99</td>
<td>93.54</td>
<td></td>
</tr>
</tbody>
</table>
The fourth experiment entailed executing four distinct test scenarios using the LSTM-SGD model, concentrating on parameters including learning rate, batch size, and epochs. Table 5 documents the outcomes for these parameter arrangements. Significantly, the highest accuracy of 91.85% was achieved in the initial scenario, which utilized a batch size of 16 with 46 epochs. In the second scenario, with a batch size of 32 and 35 epochs, the second highest accuracy was achieved, reaching 91.40%.

Table 5. LSTM-SGD training results

<table>
<thead>
<tr>
<th>Learning rate</th>
<th>Batch_size</th>
<th>Epoch</th>
<th>Acc</th>
<th>Val_acc</th>
<th>Loss</th>
<th>Val_loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>16</td>
<td>46</td>
<td>91.85</td>
<td>82.56</td>
<td>20.19</td>
<td>89.12</td>
</tr>
<tr>
<td>0.1</td>
<td>16</td>
<td>51</td>
<td>91.53</td>
<td>79.65</td>
<td>91.53</td>
<td>90.93</td>
</tr>
<tr>
<td>0.1</td>
<td>32</td>
<td>32</td>
<td>90.17</td>
<td>82.56</td>
<td>22.94</td>
<td>88.66</td>
</tr>
<tr>
<td>0.1</td>
<td>32</td>
<td>35</td>
<td>91.40</td>
<td>79.65</td>
<td>18.27</td>
<td>11.51</td>
</tr>
</tbody>
</table>

Table 6 outlines the test outcomes from the ultimate experiment employing the LSTM-RMSProp model in three distinct experimental scenarios, featuring adjustments in learning rate, batch size, and epoch parameters. The testing revealed that the LSTM-RMSProp model reached its highest accuracy, reaching 94.57%, with a batch size of 128 and 36 epochs. Moreover, an accuracy of 93.60% was achieved with a batch size of 32 and 26 epochs. These findings offer insights into the model's proficiency in handling diverse parameter configurations.

Table 6. LSTM-RMSProp training results

<table>
<thead>
<tr>
<th>Learning rate</th>
<th>Batch_size</th>
<th>Epoch</th>
<th>Acc</th>
<th>Val_acc</th>
<th>Loss</th>
<th>Val_loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>32</td>
<td>26</td>
<td>93.60</td>
<td>83.14</td>
<td>11.70</td>
<td>1.60</td>
</tr>
<tr>
<td>0.001</td>
<td>32</td>
<td>32</td>
<td>93.47</td>
<td>81.40</td>
<td>13.15</td>
<td>83.37</td>
</tr>
<tr>
<td>0.01</td>
<td>128</td>
<td>23</td>
<td>92.58</td>
<td>72.73</td>
<td>13.13</td>
<td>15.33</td>
</tr>
</tbody>
</table>

The classification learning model uses five optimization algorithms and learning rate parameters to produce a relatively stable level of accuracy. The lower bound of the accuracy of the optimization algorithm is based on the current epoch and the upper bound on the loss function extending from the initial epoch to the final epoch that contributes to convergence. The Adamax, Adelta, Adam, SGD, and RMSProp optimization algorithms provide better results, as in Table 7.

Table 7. Comparison of optimization algorithm test results

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Epoch</th>
<th>Acc (%)</th>
<th>Loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adamax</td>
<td>25/100</td>
<td>94.24</td>
<td>10</td>
</tr>
<tr>
<td>Adadelta</td>
<td>40/100</td>
<td>93.60</td>
<td>16</td>
</tr>
<tr>
<td>Adam</td>
<td>19/100</td>
<td>93.08</td>
<td>13</td>
</tr>
<tr>
<td>SGD</td>
<td>46/100</td>
<td>91.85</td>
<td>20</td>
</tr>
<tr>
<td>RMSProp</td>
<td>26/100</td>
<td>92.89</td>
<td>10</td>
</tr>
</tbody>
</table>

In the initial trial setup, the highest accuracy rate recorded was 94.24%, achieved with a learning rate set at 0.01, a batch size of 25, and 41 epochs. The second-highest accuracy, at 93.60%, was observed in the fourth scenario, which utilized a learning speed of 1.0, a batch size of 4, alongside 40 epochs. The slight variance in accuracy between these two situations implies that their testing performance was similarly efficient.

Figure 6 displays a graph showing the progression of accuracy over time for the LSTM-Adam model during training, using optimal scenarios on the evaluation dataset. Initially, the model's accuracy stood at 58.67%, and the validation accuracy was recorded at 63.95%. The training process reached its peak at epoch 22, with validation accuracy of 80.81% and accuracy of 93.08%. Model training ended at the 19 and epoch out of a total of 100 epochs because the model no longer experienced an increase in accuracy in subsequent epochs and the model also did not appear to show overfitting.

By using test data that has never been tested, the LSTM-Adam classification model has an accuracy rate of 93.08% and is kept for testing. The confusion matrix, as shown in Figure 7, is used to evaluate it based on the prediction results. The model's capability to categorize test data into each class is validated, with average macro precision, recall, and F1 score values stand at 67%, 63%, and 66%, respectively.
The model can classify data into four different categories. First, the “not predicted” category has 193 data, with 78% accurate and 22% inaccurate. Second, the “fairly predictable” category has 221 data, with an accuracy rate of 54%. Third, the “good” category has 689 data, with an accuracy rate of 86% and 14% inaccurate. Finally, the “very good” category has 43 data, with an accuracy rate of 51%.

Figure 8 shows the development of accuracy LSTM-Adam training results with the optimal scenario on the assessment dataset over time. The model accuracy in the first epoch was 62.61% with validation accuracy of 69.10%. The training process reached its peak at epoch 25, with validation accuracy of 86.05% and accuracy of 94.24%. Model training ended at epoch 25 out of a total of 100 epochs because the model no longer experienced an increase in accuracy in the next epoch. Moreover, overfitting does not seem to occur in this model.

By using test data that has never been tested, the optimal scenario LSTM-Adamax classification model with an accuracy rate of 94.24% is saved for testing. As shown in Figure 9, the confusion matrix is used to evaluate it based on the prediction results. The model has demonstrated its capability to categorize test data into distinct classes, with the mean macro figures representing precision, recall, and F1 score being 66%, 64%, and 65%, respectively.

The training graph shows the changes at each epoch being trained. Figure 10 shows the results of using the best scenario to train the LSTM-Adadelta model on the assessment dataset. In epoch 1 the accuracy value was 59.70%; it increases with each epoch and reaches a maximum of 93.60% in epoch 40; validation accuracy was 81.98%. Model training ends at epoch 40 out of a total of 100 epochs.
The LSTM-Adadelta classification model attained an accuracy of 93.60%, demonstrating effective category prediction. Subsequently, a more thorough evaluation was conducted using a confusion matrix, depicted in Figure 11. The analysis revealed a precision rate of 64%, a recall rate of 69%, and an F1 score of 65%. Such an analysis offers a comprehensive insight into the model's capability in category prediction and reinforces the reliability of the obtained results. The model is capable of accurately classifying the following categories: i) the category was not predicted with 169 records and was not predicted with 72 records (70% appropriate); ii) the category was quite correctly predicted with 116 records and incorrectly predicted with 73 records (61% appropriate); iii) the good category was correctly predicted with 573 records and 63 records incorrectly (90% appropriate); and iv) the very good category was correctly predicted with 26 records and incorrectly predicted with 54 records (80% appropriate).

Figure 11. Confusion matrix of the LSTM-Adadelta

Figure 12 presents the training results of the LSTM-SGD model, illustrating the change in accuracy at each epoch. The initial epoch accuracy value was 57.82%; after that, it consistently increased at each epoch and peaked at 91.85% at the 46 epoch and 82.56% for validation. At epoch 48 out of a total of 100 epochs, model training ends because it has reached its maximum.

The best-performing LSTM-SGD classification model, which attained an accuracy of 91.58%, was chosen and reserved for additional assessment. A confusion matrix, illustrated in Figure 13, was used to evaluate this model. The assessment resulted in a precision rate of 68%, a recall rate of 63%, and an F1-score of 65%.

Figure 13. Confusion matrix of the LSTM-SGD
The model successfully categorized various classes, such as non-predicted, moderately predicted, good, and very good. It incorrectly predicted 156 data points, attaining an accuracy rate of 75%, and somewhat accurately predicted 107 data points, with a 63% accuracy rate. Moreover, it correctly classified 620 data points as good with an 85% accuracy level, and 18 data points as very good, achieving a 47% accuracy level. This analysis offers a detailed overview of the model's proficiency in classifying data into the correct categories.

Figure 14 illustrates the level of training accuracy of the LSTM-RMSProp model by showing variations in accuracy at each epoch stage. The accuracy value was 60.16% in the first epoch, and continued to increase with each epoch, reaching a maximum of 93.60% in the 26th epoch, and 83.14% for validation. Model training ends at epoch 26 out of a total of 100 epochs because the model no longer becomes more accurate. The LSTM-RMSProp classification model is the best scenario with an accuracy of 93.60% and evaluated using a confusion matrix as in Figure 15 with a precision value of 65%, recall 69%, and F1-score 66%.

The model demonstrated its capacity to classify categories at different levels of accuracy. It incorrectly predicted 165 data points, yielding a 73% accuracy rate, while it predicted 121 data points with moderate accuracy, achieving a 68% accuracy rate. Furthermore, it accurately classified 579 data points as well, with an 89% accuracy rate, and very accurately classified 27 data points, attaining a 31% accuracy rate. This analysis offers an extensive view of the model's competency in performing classifications across various existing categories.

The application of various optimization algorithms such as Adamax, Adadelta, Adam, SGD, and RMSProp allows for achieving optimal performance in scoring category predictions. The performance evaluation of the classification models recorded in Table 8 presents an analysis of how effective each algorithm is in producing optimal results in predicting assessment categories. This provides a clearer picture of the strengths and weaknesses of each algorithm in the context of rating category predictions.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adam</td>
<td>77</td>
<td>67</td>
<td>63</td>
<td>66</td>
</tr>
<tr>
<td>Adamax</td>
<td>79</td>
<td>66</td>
<td>64</td>
<td>65</td>
</tr>
<tr>
<td>Adadelta</td>
<td>77</td>
<td>64</td>
<td>69</td>
<td>65</td>
</tr>
<tr>
<td>SGD</td>
<td>78</td>
<td>68</td>
<td>63</td>
<td>65</td>
</tr>
<tr>
<td>RMSProp</td>
<td>77</td>
<td>65</td>
<td>69</td>
<td>66</td>
</tr>
</tbody>
</table>

The paragraph describes the analysis of model performance based on experiments conducted during model training for categorizing assessment criteria. The highest accuracy results, as depicted in Figure 16, demonstrate a significant success rate in classification tasks. This indicates the model's ability to accurately categorize assessment criteria. Additionally, Figure 17 illustrates a low loss value, suggesting that the model can generate predictions with a high degree of accuracy, further validating its effectiveness in the classification process.

The paragraph provides an analysis of the performance achieved using different optimization algorithms. The Adamax optimizer attained the highest accuracy rate of 79%, indicating their effectiveness in accurately classifying assessment criteria. Similarly, SGD optimizers achieved the highest precision rate of...
68% indicating their ability to minimize false positives in the classification process. In contrast, the Adadelta optimizer exhibited the highest recall rate of 69%, implying its proficiency in capturing relevant instances of assessment criteria. Additionally, Adam and RMSProp optimizer achieved the top F1 score rate of 66%, demonstrating its well-balanced performance in precision and recall. This highlights the importance of choosing the right optimization algorithms for specific situations, as they have a significant impact on determining the efficiency of the classification model.

![Figure 16. Comparison of training accuracy data](image)

Figure 16. Comparison of training accuracy data

![Figure 17. Comparison of training loss data](image)

Figure 17. Comparison of training loss data

Table 9 presents a comparison between the results of previous studies and those obtained using the suggested approach, highlighting significant variances in accuracy, precision, recall, and F1 scores across different research. Earlier studies showed that the accuracy of LSTM-RNN ranged between 70% and 85.69%, while the accuracy for LSTM alone was reported at 53%. On the other hand, the new method demonstrated a substantially higher accuracy rate of 94.24%, along with a maximum F1 score of 94.24%. These findings suggest that the proposed method surpasses existing techniques in predicting research categories.

Furthermore, research has also been carried out on the comparison of predicting learning. The results in testing can be said to be lower than previous research, namely an accuracy of 70%. In this research, it is stated that the F1-score cannot be accepted or produced because the amount of data is different, causing the average to not be detected.

Research has also been carried out in the LSTM model taking the topic of deep learning models for prediction of initial student performance in massive open online courses (MOOCs). This research obtained accuracy results of 53%. In this case, the results received are very small and minimal compared to previous research. Therefore, scientists propose the intelligent classification and prediction method, which involves using multiple texts assessment of institutional performance reviews through RNN-LSTM. This approach achieved a recall
rate with a 66% recall rate and an F1 score of 94.24%. These outcomes are considered a significant improvement in the effectiveness of LSTM and RNN techniques compared to previous research.

Table 9. Comparison table of research that has been carried out with proposed research

<table>
<thead>
<tr>
<th>Researcher</th>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[37]</td>
<td>LSTM-RNN</td>
<td>85.69</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[38]</td>
<td>LSTM-RNN</td>
<td>70</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[39]</td>
<td>LSTM</td>
<td>53</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>LSTM-RNN</td>
<td>94.24</td>
<td>66%</td>
<td>66%</td>
<td>94.24</td>
</tr>
</tbody>
</table>

4. CONCLUSION

This study used RNN-LSTM, a six-layer, three-parameter classification model for assessment sentences in Indonesian. The best learning rate was achieved using the Adamax algorithm, produce an accuracy of 94.24% and a 10% loss. Adamax proves to be a beneficial algorithm for iteratively selecting random samples of data from one or more training data segments within a single iteration. It corrects this randomly sampled data using a first gradient rule to gauge changes in both the input value and the function. Thus, the suggested classification model's evaluation results produce an accuracy level of 79%. Future research needs to identify scientific field topics in assessment datasets.
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