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 Optimizing tax revenues is difficult in Indonesia due to obstacles such as tax 

evasion and tax avoidance. It is closely related to an organization's compliance 

with tax regulations, known as the taxpayers risk profile. However, this 

mechanism does not accurately detect tax avoidance and tax evasion risks. To 

overcome this limitation, we use a multilabel classification machine learning 

method in this study, which classifies a single observation into one or more 

labels at once. The approach involves problem transformation (binary 

relevance and label powerset), algorithm adaptation (multilabel k-nearest 

neighbor (ML-kNN) and multilabel-adaptive resonance associative map (ML-

ARAM)), and ensemble (label space partitioning and random k-label sets with 

disjoint (RAkELd)). Based on the model performance comparisons, we 

discovered that the ML-ARAM method based on deep learning is the best, 

with an average F1-score of 95.5% and a hamming loss of 7.4%. We also 

examine the feature importance of the best model to reduce the dimensions of 

features so that we can identify the dominant factors that encourage a taxpayer 

entity to engage in tax avoidance or tax evasion. The findings of this study 

improve the accuracy of tax avoidance risk detection and tax evasion risk 

profiles using machine learning methods, ensuring maximum tax revenues in 

Indonesia.  
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1. INTRODUCTION 

Taxation is Indonesia’s most significant state revenue, which is critical for economic development. In 

practice, taxpayers engage in tax avoidance and tax evasion efforts to avoid or even fail to pay tax obligations, 

resulting in suboptimal tax revenues in Indonesia [1]. According to Sinaga et al. [2], tax avoidance occurs in 

Indonesia by reducing profit margins to avoid applicable tax rates or by exploiting legal loopholes to reduce 

tax liabilities. Meanwhile, tax evasion, according to Postea [3], is used by deception that not legal. The 

Indonesian government is attempting to reduce tax avoidance and evasion in several ways, including increasing 

tax compliance through the taxpayer risk profile. The more compliant an entrepreneur is, the greater the 

opportunity for tax revenue to be generated. The obstacle in the field is that the current risk profile mechanism 

fails to accurately detect tax avoidance and tax evasion risks, making it ineffective and inefficient to implement. 

This leads to suboptimal tax revenue in Indonesia. 

Several previous studies used machine learning methods [4]–[6] to identify the risk of tax avoidance 

and tax evasion. Those previous studies examine the use of classification methods in detecting tax avoidance 

and tax evasion risks, as well as predict regional development project policies in several countries using  

binary-class classification (BCC) method. However, the risks of tax avoidance and tax evasion in Indonesia 

https://creativecommons.org/licenses/by-sa/4.0/
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are diverse, with more than two label categories. Furthermore, because a single taxpayer entity can engage in 

one or more types of tax avoidance or tax evasion simultaneously, BCC modeling cannot be used. To address 

this limitation, we present a modeling solution in this study that employs the multilabel classification (MLC) 

machine learning method, which can model two or more label classes simultaneously. This study not only 

improves the risk profile for detecting tax avoidance and tax evasion in Indonesia, but it also investigates the 

dominant factors that encourage a taxpayer entity to engage in tax avoidance or tax evasion. 

The classification method is used to model response variables as label class categories, which are 

widely used in various fields, including customer target marketing, disease diagnosis, document classification, 

and social network analysis [7]. One observed value is typically classified into one class or label on the response 

variable, called BCC or multi-class classification (MCC). The MLC method associates a single observation 

with multiple labels [8]. Several applications of the MLC method, among others, were conducted in [9]–[12], 

which were limited only to modeling and method comparison. This study has yet to examine data limitations 

such as class imbalance in the MLC model and how to address it. In field conditions, data indicating class 

imbalance are frequently found, as evidenced by this study's empirical findings. In addition to comparing 

methods and identifying risk factors for tax avoidance and tax evasion, this study discusses how to deal with 

class imbalance, which can help with the implementation of the MLC model in real-world cases. 

We use empirical data from the Indonesian Ministry of Finance on historical tax avoidance and tax 

evasion data from 2018 to 2022. In this study, we compare six MLC methods to determine which model 

performs the best based on F1-score and hamming loss. Using the best model, we identify the risk element 

factors that encourage a taxpayer entity to engage in tax avoidance or tax evasion based on the feature 

importance value. Next, we use these dominant factors to reduce risk elements, making them easier to interpret 

and decide. According to this explanation, using the MLC machine learning method in this study will provide 

a solution to improve the accuracy of tax avoidance and tax evasion risk detection, resulting in increased tax 

revenue for Indonesia. The added value is that this research will reveal the dominant factors that encourage a 

taxpayer entity to engage in tax avoidance or tax evasion. It will be used to enhance Indonesia’s tax risk 

assessment mechanism. 

 

 

2. METHOD 

2.1.  Dataset 

We use data from 61 risk elements and explanatory variables (features) in three main categories and 

five types of tax avoidance and tax evasion response variables carried out by taxpayer entities. The data type 

is a numeric score (0-100) with a total number of observations of 498 entities, as explained in Table 1. 

According to [13], the resampling-bootstrap method can provide accurate model performance results. The 

algorithm used is nonparametric bootstrap, which is the most straightforward and widely used method [14]. 

The weight of tax avoidance or tax evasion on the response variable labels in this study is considered equal, so 

there is no particular order regarding priority labels for the types of those labels.  

 

 

Table 1. Explanatory variables (features) and target variables 
Feature Target Variables 

1. Registration dimension 

(R): as many as 22 

elements related to: 

a. The types of 
business entities 

b. Tax obligations 

c. Accounting system 

d. Production 

components 

2. Operational 

dimension (O): as 

many as 10 elements 

related to: 
a. Current asset 

ratio 

b. Production ratio 

c. Audit history 

3. Local dimension (L): as 

many as 29 elements related 

to: 

a. Factory security system 
b. Sales transaction system 

c. Distributor list 

1. Label 1: Fake, secondhand, or no 

tax stamp documents 

2. Label 2: Wrong personalization 

of tax stamp documents 
3. Label 3: Wrong purpose tax 

stamp documents 

4. Label 4: Administrative 

sanctions or fines 

5. Label 5: Suspension of licensing 
or revocation of facilities 

 

 

2.2.  Research method 

This study is divided into several stages: data exploration, MLC modeling, model evaluation, model 

performance comparison, and the identification of dominant tax avoidance and tax evasion factors based on 

feature importance value. The research framework is depicted in Figure 1. Throughout the research process, 

we used Python and R software. This decision was made based on the ease of integration with the MLC library 

and the need for understandable analysis output.  
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Figure 1. Research framework 
 

 

2.3.  Data exploration 

We examined the data to get a broad picture because MLC data differs from BCC and MCC data: a 

single observation can be classified into multiple label classes [15]. We observed characteristics such as label 

distribution, label relationships, and label class imbalance [16]. The MLC method measures the label distribution 

using the cardinality value, which is the average number of active labels or pairs of labels for each observed 

value, and label density, which is the density value of each label in a lower dimension, described in (1). 
 

𝐶𝑎𝑟𝑑(𝐷) =
1

|𝐷|
∑ |𝑌𝑖|;|𝐷|

𝑖=1  𝐷𝑒𝑛𝑠(𝐷) =
1

|𝐷|
∑

|𝑌𝑖|
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|𝐷|
𝑖=1   (1) 

 

where D represents the number of observations or instances and L represents the number of labels. 

Next, we look for class imbalances in the data. Our results show an imbalance in the number of 

observations between label classes. We use the imbalance ratio (IRLbl), MeanIR, and coefficient of variation 

values to determine the magnitude of the class imbalance, as describe in (2). 
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Class imbalance in MLC is classified as imbalance within labels, imbalance between multiple labels, 

and imbalance of all labels [17]. It can be approached in three ways: using data, algorithms, and a combined 

approach. According to Kurniawati and Prabowo [18], both oversampling and undersampling methods have 

shortcomings, such as overfitting the model and losing information in observations. Based on this, in this MLC 

study, imbalances are addressed by stratifying the train and test data (multilabel stratified shuffle split). If the 

data is randomly split, the train and test data may have different proportions. This is because the MLC’s labels 

are linked and have a relationship [19]. The stratification approach has been shown to improve cross-validation 

accuracy, bias values, and classification models [20]. 

MLC exhibits characteristics of one or more correlated label classes. The data we use contains several 

label sets. We measure this using the score of concurrence among imbalanced labels value (SCUMBLE) [21], 

explained in (3): 
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2.4.  Multilabel methods 

The modeling stage uses the scikit-multilearn module in Python software [22]. The MLC method uses 

three approaches: problem transformation, method adaptation, and the ensemble of classifiers [23]. We use 

two methods to compare each approach, considering that each approach has its advantages and disadvantages. 

The first approach is the problem transformation, which works by converting the MLC model into a simpler 

model (BCC/MCC) before the modeling stage. In this approach, we use the binary relevance method (transform 

to binary classification problem) introduced by [24], which works by adapting the one-versus-all approach. 

The binary relevance method has several advantages, including a simple algorithm and ease of understanding 

[25]. We also applied the label powerset method (transform to multiclass classification problem) introduced in 

[26]. The working principle is to convert the MLC model into multiple MCC models. Each pair of observations 
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on label is treated as a separate observation. According to [27], if there is a strong correlation between labels, 

the label powerset method is recommended. 

The second approach is algorithm adaptation, which works by adapting a classification model 

algorithm for direct application to the MLC case [23]. This approach relies on artificial neural networks, 

specifically multilabel-adaptive resonance associative map (ML-ARAM) based on deep learning method. 

According to [28], the working principle of ML-ARAM is to use adaptive resonance theory (ART) to speed 

up model classification. [29] explains that the ML-ARAM method employs fuzzy logic principles, with ART 

being a fuzzy model artificial neural network module with two hidden layers, F1 and F2. The learning process 

in the ARTa and ARTb layers is described as (4): 
 

𝑊𝑗
(𝑛𝑒𝑤) = 𝛽(𝐴 ∧ 𝑊𝑗

(𝑜𝑙𝑑)) + (1 − 𝛽)𝑊𝑗
(𝑜𝑙𝑑) (4) 

 

W is the weight of the neural network, A is the input (explanatory variable/features), and β is the learning rate 

(0,1). We also employ the multilabel k-nearest neighbor (ML-kNN) method proposed by [30], which is the most 

effective observation-based MLC method. The ML-kNN algorithm uses the k-nearest neighbor (kNN) algorithm 

in cluster analysis, which is a nonparametric method that uses the close distance between observations. There is 

a modification of the ML-kNN method that uses the Bayes probability principle, as explained in (5): 
 

𝑦⃗𝑡(𝑙) = arg 𝑚𝑎𝑥𝑏∈{0,1}

𝑃(𝐻𝑏
𝑙 ).𝑃(𝐸

𝐶⃗⃗⃗𝑡(𝑙)

𝐿 |𝐻𝑏
𝑙 )

𝑃(𝐸
𝐶⃗⃗⃗𝑡(𝑙)

𝐿 )
 (5) 

 

Where t is a new dataset, 𝐻𝑏
𝑙  is an event whether t has a label or not, and 𝐸

𝐶𝑡(𝑙)

𝐿  is the number of events as many 

as K nearest neighbors of t with a label l.  

The third approach is the ensemble of classifier, which has the working principle of modeling MLC 

using several basic problem transformation methods and algorithm/adaptation methods simultaneously, such 

as boosting or bagging. In this approach, we use the label space partitioning classifier method, with the working 

principle of dividing pairs of response variable observations into several small clusters and building a 

multiclass classification model using the label space clusterer method separately for each pair of observations 

using a hybrid partition approach [31]. Then, we also used the random label space partitioning with label 

powerset method (RAkELd), which works by randomizing several pairs of observations from labels and 

building a multiclass classification model using the label powerset method separately for each pair of 

observations [23]. The RakELd method has an advantage over the label powerset method: because it can predict 

label pairs that have not yet to appear in the data. It facilitates the generalization of predictions when the data 

sample does not yet represent population characteristics [32]. 
 

2.5.  Model evaluation 

We compared the model performance using the cross-validation method by partitioning the data into 

train and test data in 10 partitions. Furthermore, cross-validation can be used to estimate the model average 

prediction error when the train and test data are randomly selected from the overall data [33]. Model 

performance evaluation yields the best model based on the F1-score and hamming loss. The MLC model 

performance is evaluated differently from the BCC or MCC models due to the different types and structures of 

response variables [34]. In addition to method selection, model performance is also influenced by data 

characteristics and label class separation patterns [35]. We use the F1-score, a label-based metric, considering 

the precision and recall values as (6) [36]: 
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
; or: 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  

1

𝑁
∑

2|𝑌𝑖∩𝑌̂𝑖|

|𝑌̂𝑖|+|𝑌𝑖|

𝑁
𝑖=1  (6) 

 

𝑁 represents the number of observations in the data, 𝑌𝑖  is the true/actual label value, and 𝑌̂𝑖  is the predicted value. 

The intersection of 𝑌𝑖  and 𝑌̂𝑖  indicates the number of labels predicted correctly by the model. The higher the  

F1-score value, the better the model performance [37]. The F1-score, according to [38] which considers 

precision and recall as measures of model goodness, is robust to indications of imbalanced labels in the data. In 

addition to the F1-score, we use the hamming loss, an Instance-based metric, by evaluating the number of 

classification errors of the label/class response variable pairs from the resulting model, as formulated in (7): 
 

𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝐿𝑜𝑠𝑠 =  
1

𝑁
∑

|𝑌𝑖≠𝑌̂𝑖|

𝑀

𝑁
𝑖=1  (7) 

 

𝑀 represents the maximum number of labels on the response variable. The fewer mispredict labels, the lower 

the hamming loss, and the higher the model performance [39]. 
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2.6.  Model performance comparison 

We compare the model performance using the analysis of variance method. The MLC method and 

data separation method is compared by the mean value of the MLC model performance (F1-score and hamming 

loss). The comparison ensures that the diversity between groups is heterogeneous using the analysis of variance 

method [40], as formulated in (8): 

 

𝑦𝑖𝑗 = 𝜇 + 𝜏𝑖 + 𝛽𝑗 + (𝜏𝛽)𝑖𝑗 + 𝜀𝑖𝑗    (8) 

 

𝜏𝑖  denote the MLC methods and 𝛽𝑗 are the data separation methods. 

 

2.7.  Feature importance 

In the following stage, we identify risk element factors that encourage a taxpayer entity to engage in 

tax avoidance or tax evasion using the feature importance value. [41] explained that machine learning models 

must be interpreted, even though some models have varying degrees of difficulty. Some methods, such as  

tree-based methods, are straightforward to understand. This study employs the permutation feature importance 

value, which describes the effect of each explanatory variable (features) on the prediction results. The advantage 

of this approach is that the interpretation is simple to understand [42]. Accroding to [43], the permutation method 

is widely used to determine the feature importance of a machine learning model. Machine learning models that 

use high-dimensional data become more complex. Simple models are easier to interpret in decision-making, 

especially when considering good model performance. Dimensionality reduction is a method for converting 

high-dimensional data into lower-dimensional data, that employs two approaches: feature selection and feature 

extraction [44]. Next, we use these dominant factors to reduce risk elements, making them easier to interpret 

and decide. 

 

 

3. RESULTS AND DISCUSSION 

Our findings are organized into three: data exploration, model evaluation, and performance 

comparison, as well as feature importance and selection. This study aims to address the study objectives, which 

include dealing with class imbalance, comparing MLC methods, and identifying dominant factors that 

encourage a taxpayer entity to engage in tax avoidance or tax evasion. We provide a discussion of each analysis 

result to support the study findings. 

 

3.1.  Data exploration 

Among the five classes of data labels, label 4 dominates with a frequency of more than 200 

observations, while label 1 has the fewest. Meanwhile, the label pairs with the highest frequency of 

observations are label 4 and 2, as well as the pair of labels 2 and 4. Labels with more pairs tend to have a lower 

frequency of observations. The empirical data contains 21 pairs of labels (single and paired labels). As the 

number of label pairs, the MLC modeling stage become more complicated. Figure 2 depicts the label 

distribution in empirical data. A data cardinality value of 1.04 indicates that one observation results in an 

average of one to two labels. A data density value of 0.21 indicates that on a scale of 1–10, 21% of labels have 

the greatest number of observations. The higher the cardinality and density values, the more label categories 

are generated from a single data observation, which complicates the MLC modeling stage.  

 

 

 
 

Figure 2. Frequency of each label and label pairs for empirical data 
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Figure 3 illustrates class imbalance comparing the number of observations between label classes. We 

can see visual signs of class imbalance on four of the five labels in the data. Category 0 (does not engage in 

tax avoidance or tax evasion) dominates all labels. Label 1 has the highest IRLbl value at 8.40. Meanwhile, the 

MeanIR data value is 3.49, meaning the average IRLbl across all labels is one versus 3.49.  

 

 

 
  

  

  
 

Figure 3. Comparison of the number of class observations between labels 

 

 

We discovered that the label class with the highest relationship value was label 2, followed by label 4 

with SCUMBLE(i) values of 1.82 and 1.35. We calculate the average value of the relationship between labels 

with the SCUMBLE(D) value, where the higher the SCUMBLE(D) value, the more complicated the MLC 

modeling. The SCUMBLE(D) value in the data is 0.03, which is not particularly high compared to other 

multilabel data types, such as images and text data. The higher the SCUMBLE value, the more observations 

produce the label simultaneously. Figure 4 depicts the relationship between labels as seen through the number 

of observations, with label 4 leading the label with the most observations.  

 

 

 
 

Figure 4. Relationships between labels 

 

 

We address class imbalance in the data using a stratified data separation method (multiabel stratified 

shuffle split) to produce balanced class strata both train and test data. Furthermore, the label class strata 

generated in the train and test data are similar to those in the initial data, as shown in Figures 5(a) and 5(b) 
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respectively. The balance of these strata allows the MLC model to produce good results while being unaffected 

by class imbalance. According to [45], if the SCUMBLE(D) value is <0.1, resampling 

(undersampling/oversampling) is unnecessary to address class imbalance. 

 

 

  
(a) (b) 

 

Figure 5. Class strata between labels on (a) initial data and (b) stratification results 

 

 

3.2.  Model performance evaluation 

With a 100-repetition resampling scenario shown in Figure 6. The F1-score of model performance 

is shown in Figure 6(a) whereas the hamming is shown in Figure 6(b), we discovered that the ML-ARAM 

method has excellent model performance, as evidenced by a higher performance mean and less variability 

when compared to other methods using the F1-score and hamming loss. The F1-score obtained using ML-

ARAM method is 0.9, indicating that the ML-ARAM method performs almost perfectly MLC classification 

performance. Meanwhile, the ML-ARAM method produces a minimal the hamming loss, less than 0.1. In 

addition to ML-ARAM method, the label powerset method works well with a stratified data separation. The 

stratified data separation method has been shown to improve model performance values in both case 

transformation and method adaptation approaches. However, the model performance value drops slightly in 

the ensemble of classifier approach. This is most likely due to the use of multiple methods at once in the 

ensemble of classifier approach, which can handle class imbalance without first stratifying the train and test 

data. With these findings, we propose that in future similar study, researchers use a stratified data separation 

method to reduce the impact of class imbalance in the MLC method on the results of [20]. 

 

 

  
(a) (b) 

 

Figure 6. Comparison of model performance based on (a) F1-score  and (b) hamming loss   

 

 

3.3.  Model performance comparison 

Table 2 is analysis of variance shows the model performance comparison result. Based on the p-value 

(α=0.05), we conclude that the factors of the MLC method, data separation method, and their interaction between 

the MLC method and the data separation method affect the mean value of model performance. Meanwhile, if 

we look at the interaction plot presented in Figure 7, it is concluded that the effect of data separation methods 

is specific to each MLC method. Figure 7(a) shows the interaction based on F1-score, meanwhile Figure 7(b) 

shows the interaction based on hamming loss. The stratified data separation method can improve model 
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performance in most MLC methods. When interacting with the data separation method, ML-ARAM combined 

with the stratified data separation method achieves the best performance (F1-score value of 0.955). The label 

powerset combined with the stratified data separation method yields the best model performance based on a 

hamming loss of 0.063. The ML-ARAM method, when combined with stratified or random data separation 

methods, still performs well in terms of hamming loss. 

 

 

Table 2. Model performance analysis of variance 
Source F1-score  Hamming loss  

F-statistics P-value F-statistics P-value 

MLC methods 12158.84 0.000* 6514.75 0.000* 
Data separation methods 4589.42 0.000* 4213.44 0.000* 

MLC methods 12158.84 0.000* 6514.75 0.000* 

 

 

  
(a) (b) 

 

Figure 7. Interaction MLC and data separation methods based on (a) F1-score  and (b) hamming loss  

 

 

Using a post hoc test on the MLC method factors that have been separated based on data separation 

methods presented in Table 3, we conclude that ML-ARAM has the best performance in the three conditions 

of combinations. ML-ARAM performs more than other methods based on the FI-Score value produced at more 

than 90 percent and the hamming loss at less than 10 percent. This result shows that this combination can 

improve the performance of the MLC model on data containing class imbalance. 

 

 

Table 3. Post hoc test for interactions of MLC methods with data separation methods 

Data separation MLC methods F1-score  
F1-score 

group 
MLC methods Hamming loss  

Hamming loss 

group 

Random ML-ARAM 0.912 A ML-ARAM 0.093 A 

RakEld 0.535       B Label powerset 0.154       B 

Label powerset 0.527       B Binary relevance 0.165            C 

ML-kNN 0.512            C ML-kNN 0.203                 D 

Label space 
partitioning 

0.459                 D Label space 
partitioning 

0.235                      E 

Binary relevance 0.456                 D RakEld 0.253                           F 

Stratified ML-ARAM 0.955 A Label powerset 0.063 A 

Label powerset 0.833       B ML-ARAM 0.074       B 

ML-kNN 0.739            C ML-kNN 0.104            C 
Binary relevance 0.503                 D Binary relevance 0.149                 D 

RakEld 0.500                 D RakEld 0.224                      E 

Label space 

partitioning 

0.416                      

E 

Label space 

partitioning 

0.236                           F 

 

 

3.4.  Feature importance  

Using the ML-ARAM method combined with the stratification method as the best model in the 

previous stage, we calculated the importance values of 61 explanatory variables (features). We discovered that 

many explanatory variables have negative feature importance values. This means that the presence of these 

explanatory variables has no significant impact on the prediction accuracy of the MLC model; thus, it can 

complicate the model and increase the risk of overfitting. To simplify the MLC model of the risk profile, we 
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decided to perform the feature selection stage, considering the excellent prediction accuracy, specifically the 

F1-score, which remains at 0.87, and hamming loss, which is at 0.12. Table 4 summarizes 20 explanatory 

variables (features) for the feature selection results, most of which are local (L) category risk elements. The 

top three feature codes are company age (R2), value of administrative sanctions in the form of fines (O9), and 

procedures for importing and releasing finished goods (L8). The higher the feature importance value, the 

greater its influence in detecting tax avoidance and tax evasion. Our findings on these 20 explanatory variables 

(features) are the result of identifying risk element factors that encourage a taxpayer entity to engage in tax 

avoidance or tax evasion using feature importance values. 

 

 

Table 4. Summary of feature selection results 
No. Feature importance  Code No. Feature importance Code No. Feature importance Code 

1. 0.0722 R2 8. 0.0425 L13 15. 0.0362 L11 

2. 0.0652 O9 9. 0.0414 R1 16. 0.0347 R10 

3. 0.0474 L8 10. 0.0400 L23 17. 0.0344 L29 

4. 0.0465 L28 11. 0.0395 O3 18. 0.0337 L17 

5. 0.0453 R22 12. 0.0390 R8 19. 0.0332 O4 
6. 0.0445 L9 13. 0.0382 L12 20. 0.0362 O6 

7. 0.0441 R17 14. 0.0378 O1    

 

 

4. CONCLUSION 

This study successfully identified the best MLC model for detecting tax avoidance and tax evasion 

risks in Indonesia. The best method is the ML-ARAM method based on deep learning, which has excellent 

model performance and outperforms to other methods (F1-score of 95.5% and hamming loss of 7.4%). The 

MLC model used in this study will improve the accuracy of tax avoidance and tax evasion detection in the risk 

profile mechanism. Furthermore, we discovered conditions where the data contained class imbalance, which 

the stratified data separation method (multilabel stratified shuffle split) effectively addressed. This is an input 

for future study, so researchers can think about using a stratified data separation method to reduce the impact 

of class imbalance in the MLC method. We also identified risk element factors that encourage taxpayer entities 

to engage in tax avoidance or tax evasion using feature importance values. These factors will be used to 

improve the risk profile mechanism and optimize tax revenues in Indonesia. We recognize that this study has 

limitations, specifically that the characteristics of taxpayer behavior will always change dynamically response 

to changes in tax regulations. To address this, we recommend that the analysis be repeated in the future to 

produce valid conclusions in improving the risk profile, resulting in a more relevant profile. We also 

recommend conducting similar study to compare methods for dealing with class imbalance in MLC data and 

comparing other feature importance methods, such as the shapley additive explanations (SHAP) method to 

learn more information about the local influence of each explanatory variable (features) on the prediction 

accuracy of the MLC model.  
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